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Abstract—This paper studies a multi-antenna multi-user and
multi-relay network, where the radio frequency (RF) power am-
plifiers (PA) of the nodes are subject to instantaneous power con-
straints. To optimize the nonlinear transceivers of the distributed
nodes, we introduce a novel perspective of relating a relay network
to an artificial neural network (ANN). With this perspective, we
propose a distributed learning-based relay beamforming (DLRB)
scheme. Based on a set of pilot sequences, the DLRB scheme can
optimize the transceivers to minimize the mean squared error
(MSE) of the data stream in a distributed manner. It can effectively
coordinate the distributed relay nodes to form a virtual array to
suppress interferences, even assuming neither the channel state
information (CSI) nor information exchange between the relay
nodes or between the users. We also present a frame design to
support the DRLB so that it can adapt well with time-varying chan-
nels. Extensive simulations verify the effectiveness of the proposed
scheme.

Index Terms—Artificial neural network, distributed learning,
interference suppression, instantaneous power constraints, relay
network.

I. INTRODUCTION

A S A concatenation of a broadcast channel and a multiple
access channel, the relay network can help extend com-

munication range and improve channel capacity [1]–[4]. Relay
communications have found applications in a wide range of
scenarios. For example, in cellular communications, the users
at the cell edge with weak signal reception can be compensated
by deploying relay nodes to enhance the signal and improve the
quality-of-service [5]; in a natural disaster where the regular
communication infrastructures are damaged, relay links can
be established for emergency communications by deploying
relay stations or unmanned aerial vehicles (UAVs) [6], [7]; in
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tactical communications, relay communication is also essential
for forming a bunch of distributed nodes into a mesh network [8],
[9]. It is also shown that deploying relays between the source,
the target terminal, and the eavesdropper can help improve the
secrecy rate [10].

In the aforementioned scenarios, the relay nodes are often
subject to interferences, inside or outside the network, friendly
or hostile, which makes it difficult to obtain the channel state
information (CSI), not to mention sharing the information be-
tween the relay nodes. Thus, the problem of optimizing a relay
network in the presence of interference without using CSI or
information sharing between the relay nodes, to the best of our
knowledge, remains elusive despite decades of researches on
relay networks. This paper focuses on solving this problem.

A. Related Work

Most existing works on the relay network assume that the
CSI is known perfectly [11]–[14] or imperfectly [14], [15]. For
example, assuming perfect CSI at the receiver sides of the links
(CSIR), the authors of [12] derived the optimal beamforming
vectors of the source, the relay and the destination to maximize
the received signal-to-noise ratio (SNR). Assuming the perfect
CSI, the authors of [13] optimized the weight coefficients of
the transmitter and the relays to maximize the received SNR.
In [16], [17], the authors assumed the second-order statistics
of the channel coefficients instead of the perfect CSI. In [15],
assuming that the CSI at the sender is imperfect and the norm
of the CSI error vector is bounded by a spherical region, the
authors proposed a robust optimal collaborative-relay beam-
forming (CRBF) algorithm by S-Procedure and rank relaxation
techniques to maximize the worst-case SNR at the destination.

Interference suppression is growingly important both in cel-
lular communications and emergency/tactical communications,
especially as the frequency spectrum becomes increasingly
crowded. Fig. 1 just presents two illustrative examples: in
Fig. 1(a), the relay nodes can assist the communication between
the base station (BS) and a user at the cell edge; in Fig. 1(b),
the (UAV) relays can cooperate to establish the communication
between a reconnaissance UAV and the command center. In both
scenarios, the relays can be subject to the interferences, friendly
or hostile. Despite various interesting and critical applications,
the literature on interference-resilient relay communications is
rather scarce [5], [18]. The authors in [5] considered a cellular
communication scenario, where the cell-edge users suffering
inter-cell interference can be aided by placing a relay node
nearby. They proposed a coordinate ascent algorithm to optimize
the covariance matrices of the Gaussian input and the Gaussian
quantization noise. But it assumed perfectly-known CSI. In [18],
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Fig. 1. Scenarios of relay communications under interferences.

the authors considered a relay network interfered by a jammer.
But they assumed that a central processing unit can aggregate
the received signals of the relays and the destination [18], which
is usually too costly to be practical.

Categorized by the relay’s operations, three types of relay
schemes have been proposed, i.e., the compress-and-forward
(CF) scheme [19], the decode-and-forward (DF) scheme [19],
[20], and the amplify-and-forward (AF) scheme [11], [17], [20],
among which the AF is particularly popular because it is simple-
to-implement and has decent performance [11]–[13], [17], [21],
[22]. Within the category of the AF scheme, some works take
into account the nonlinearity of the power amplifier (PA).1 This
subcategory of work can be referred to as nonlinear amplify
and forward (NAF) schemes, among which the authors in [23]–
[27] only considered nonlinear PA at the relay node, and the
authors in [28], [29] considered nonlinear PAs at both the source
and the relay nodes. But they focused on analyzing the impact
of the nonlinear PAs on the system performance rather than
optimizing the relay network under the constraint of nonlinear
PAs [28], [29]. Moreover, these NAF works are limited to the
single-antenna source node.

B. Contributions

This paper aims at solving the following problem: Given
M pairs of source and destination nodes that are wirelessly
connected via N relays, how to coordinate these distributed
multi-antenna nodes to avoid and suppress interference both
internal and external of the network so that all the source nodes
can communicate with their respective destination nodes, even
without knowing the channel state information (CSI)?

To solve this problem, we present a novel perspective of
relating a relay network to an artificial neural network (ANN) by
drawing some striking similarities between them. Based on this
perspective, we use the key technique of the backpropagation
(BP) algorithm for an ANN [30], i.e., the chain rule of derivative,
and propose a so-called distributed learning-based relay beam-
forming (DLRB) scheme to optimize the nonlinear transceivers

1Although the nonlinearity is often ignored in the literature, it should never
be ignored in practice for a non-constant modulus signal. Or the signal needs
to be power backoff-ed to avoid distortion, but at the cost of output SNR and
energy efficiency.

of the relay network, including the processing functions of the
destinations, the relays, and the sources. The major contributions
are summarized as follows:
� We introduce a novel perspective of relating a relay net-

work to a neural network and thus borrow the idea of BP
algorithm to train (optimize) the relay network.

� The proposed scheme can coordinate multiple relay nodes
to form a virtual array for interference suppression, assum-
ing no aggregation of data or CSI by a central unit.

� We show that imposing the instantaneous amplitude con-
straints of the sources and the relay nodes is not only
practical, but also convenient in that it converts the original
problem into an unconstrained optimization problem.

� We design a frame structure that enables the proposed
DLRB scheme to track the time-varying channel with only
a moderate training overhead.

� If the global CSI is known, the DLRB algorithm can also be
implemented in a centralized way to optimize the nonlinear
transceivers of the nodes via Monte Carlo simulations of
the network rather than the over-the-air transmission of the
training sequences.

While a relay network has many similarties to an ANN,
they also differ in multiple aspects as will be discussed later
in this paper. Hence, the relay network can be regarded as a
“quasi-neural network,” a concept which we hope can find its
use in other applications, since its topology allows for distributed
optimization of the network.

The effectiveness of the proposed DLRB scheme has been
verified by extensive simulations.

C. Organization

The rest of the paper is organized as follows. Section II
introduces the single-user single-relay system model, formu-
lates the problem, and draws the analogies between the relay
network and an ANN. Section III proposes the DLRB algorithm,
presents a frame design to support the DLRB algorithm, and
introduces the centralized implementation. Section IV applies
the DLRB algorithm to the multi-relay and multiuser scenarios
and analyzes the complexity of the DLRB algorithm. Section V
presents simulation results to verify the superior performance
of the proposed algorithms over the state-of-the-art. Section VI
gives the conclusion.
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Fig. 2. A relay network with one source and destination (M = 1) and one
relay (N = 1).

D. Notations

The following notations are used throughout this paper. (·)∗,
(·)T , and (·)H stand for conjugate, transpose, and conjugate
transpose, respectively. Z is the set of integers. CN×K is the set
ofN ×K complex matrices.σ ◦V stands for a composite func-
tion ofσ(·) andV.diag(a)denotes a diagonal matrix with vector
a being its diagonal and vec(·) denotes a vectorization operation
of stacking the columns of the matrix into a long column-vector.
|a| stands for taking absolute value of a element-wise and a ≤ b
stands for ai ≤ bi element-wisely.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We first consider the relay network as shown in Fig. 2, which
consists of one Ms-antenna source, one Mr-input Mr-output
relay node, and oneMd-antenna destination. The general case of
multi-relay (N ≥ 2) and multi-user (M ≥ 2) will be discussed
in Section IV.

The source wants to transmit a single stream {s(i), i ∈ Z}
via the relay node to the destination. We assume that there is no
direct link between the source and the destination.

Before transmitting signal s, the source processes it as

x = fs(s), (1)

where fs : C → CMs , which we refer to as the processing
function of the source, generates the signal being transmitted
from the antenna array. The time index i is omitted for notational
simplicity.

The relay node then receives

r = Hrx+ ηr, (2)

where Hr ∈ CMr×Ms represents the source-to-relay channel,
which is frequency flat, and ηr ∼ CN (0, σ2

rI) is the noise.
To avoid self-interference, the relay node works in a frequency

division duplex (FDD) mode, i.e., to receive and transmit on two
different frequencies. Using fr : CMr → CMr as its processing
function, the relay transmits

a = fr(r) ∈ CMr . (3)

The destination receives

y = Hda+ ηd, (4)

where Hd ∈ CMd×Mr is the relay-to-destination channel, and
ηd ∼ CN (0, σ2

dI) is the noise.
Applying the processing function fd : CMd → C to the re-

ceived signal, the destination yields

ŝ = fd(y). (5)

These processing functions fs(·), fr(·), and fd(·) are the trans-
mit and receive functionalities of the nodes; thus, we also refer
to them as the transceivers of the relay network.

B. Problem Formulation

This paper focuses on optimizing the transceivers of the nodes
by the minimum mean squared error (MMSE) criterion subject
to the instantaneous amplitude/power constraint per antenna,
i.e.,

min
fs(·),fr(·),fd(·)

E |ŝ− s|2

s.t. |x| ≤ 1, |a| ≤ 1, (6)

where x and a are given in (1) and (3), respectively, and to set
the amplitude limit be 1 entails no loss of generality.

About the processing functions fs(·) and fr(·), we first let the
source and the relay beamform the signal with weightsu ∈ CMs

and V ∈ CMr×Mr as

z � us ∈ CMs , (7)

and

b � VHr ∈ CMr , (8)

respectively, before applying the nonlinear Soft Envelop Limiter
(SEL) function [31, eq. (38)] 2

σ(x) �
{
x |x| ≤ 1

ej∠(x) |x| > 1,
(9)

to clip the signal for instantaneous power constraint; here ∠(·)
stands for taking the phase of a variable. Thus, fs(s) = σ ◦ us
and fr(r) = σ ◦Vr.

There are other models of the transfer function of PA, such
as [32][33, eq. (3.25)]

σ(x) =
|x|ej∠(x)

(1 + |x|2p) 1
2p

. (10)

But even if the SEL is not a good approximation to the real
transfer function of PAs, it can serve as a clipping function to
reduce the peak-to-average power ratio (PAPR) of the transmit
signal so that the signal will stay in the linear region of the PA.
Therefore, to choose which type of transfer function of the PA
will cause no fundamental difference to our study.

Hence the transmitted signals from the source and the relay
node are

x = σ(z) = σ(us), (11)

and

a = σ(b) = σ(VHr), (12)

respectively, where the clipping σ(·) is applied element-wise
to z and b. Thus, the processing functions of the source node

2Although it is an abuse of notation to use σ at the risk of causing confusion
with the noise power, we adopt it to emphasize its connection to the activation
function in ANN.
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Fig. 3. A relay network shown in the upper subplot is analogous to a four-layer
ANN shown in the lower subplot.

and the relay node, i.e., fs(s) = σ ◦ us and fr(r) = σ ◦Vr, are
both nonlinear composite functions.

In the end, the destination node applies a linear beamformer
w ∈ CMd to obtain

ŝ = fd(y) = wHy ∈ C. (13)

According to the signal transmission process, we obtain x from
(11), a from (2) and (12), and then ŝ from (4) and (13). Inserting
ŝ into the objection function in (6), we get a unconstrained
problem

min
u,V,w

E
∣∣wH

[
Hdσ(V

H (Hrσ(us) + ηr)) + ηd

]− s
∣∣2 .

(14)

The instantaneous power constraint in (6) is omitted because it
is automatically met by the nonlinear SEL σ(·) in (11) and (12).

To optimize (14) appears challenging because i) the SEL σ(·)
is nonlinear and ii) the closed-form expression of the expectation
appears intractable. Its distributed optimization appears even
more difficult. The key is to relate a relay network to an ANN
and hence to borrow the idea of the BP algorithm to propose a
distributed learning method for optimizing the relay network.

C. The Analogies Between a Relay Network and an ANN

We present the diagram of the relay network in the upper
subplot of Fig. 3, and observe its striking analogies to the ANN
shown in the lower subplot, which are as follows:

i) the antennas of the source, the relay, and the destination
are analogous to the neurons in the different layers of the
ANN;

ii) the data transmission from the source node to the relay
node and then to the destination is like the propagation of
the training data between the layers in the ANN;

iii) the operations u, V ◦Hr, and w ◦Hd in the relay
network are analogous to the connection weightsω(l), l =
1, 2, 3 in the four-layer ANN, respectively, as illustrated
by the the gray rectangles in Fig. 3;

iv) the SELσ(·)of the source and the relay is analogous to the
activation function of the hidden layer 1 and hidden layer
2 in ANN, although the latter typically uses a Sigmoid
function or a Rectified Linear Unit (ReLU).

There are, however, key differences between the ANN and
relay networks:

i) in an ANN the data are being exchanged in an error-
free manner; but in the relay network the signal will be
contaminated by channel noise/interferences as shown in
the upper subplot of Fig. 3;

ii) in an ANN all the connection weights are known and
adjustable, whereas in the relay network the “connec-
tion weights” include the wireless channels, which are
unknown and can not be adjusted;

iii) all data and parameters in an ANN are real, while in the
relay network they are complex-valued.

Given the similarities and differences between a relay network
and an ANN, we refer to a relay network as a quasi-neural
network. Since the connection weights in an ANN can be effec-
tively optimized using the BP algorithm, one can conjecture that
the relay network may be similarly optimized. Indeed, we will
show in the next how the relay network can be optimized in a
distributed manner using the chain rule of derivative, which is
also the key to the BP.

III. THE DISTRIBUTED LEARNING-BASED RELAY

BEAMFORMING (DLRB) SCHEME

In this section, we assume that the CSI is static but unknown,
and propose the DLRB scheme that can solve (14) based on pilot
sequences.

A. The DLRB Algorithm

Considering

J � |ŝ− s|2 (15)

as a single realization of the cost function of (14), we attempt
to minimize J with respect to the weights of the source, the
relay, and the destination. To this end, we derive the gradients
∂J
∂u∗ ,

∂J
∂V∗ , and ∂J

∂w∗ based on a single sample of the pilot s(i).
Inspired by the BP algorithm, we use the chain rule of derivatives
to establish the following proposition.

Proposition III.1: The derivative with respect to the weight
of the destination is

∂J

∂w∗
= y

(
∂J

∂ŝ∗

)∗
, (16)
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where
∂J

∂ŝ∗
= ŝ− s. (17)

The derivative with respect to the weight of the relay is

∂J

∂V∗
= r

(
∂J

∂b∗

)H

, (18)

where

∂J

∂b∗
=

∂a∗

∂b∗
∂J

∂a∗
+

∂a

∂b∗

(
∂J

∂a∗

)∗
, (19)

∂J

∂a∗
= HH

d w
∂J

∂ŝ∗
, (20)

∂a∗

∂b∗
= diag

(
∂a∗1
∂b∗1

, . . . ,
∂a∗Mr

∂b∗Mr

)
, (21)

and

∂a

∂b∗
= diag

(
∂a1
∂b∗1

, . . . ,
∂aMr

∂b∗Mr

)
, (22)

with

∂a∗q
∂b∗q

=

{
1 |bq| ≤ 1
1

2|bq | |bq| > 1
, q = 1, . . . ,Mr, (23)

and 3

∂aq
∂b∗q

=

{
0 |bq| ≤ 1

− 1
2|bq |e

j2∠(bq) |bq| > 1
, q = 1, . . . ,Mr. (24)

The derivative with respect to the weight of the source is

∂J

∂u∗
= s∗

(
∂J

∂z∗

)
, (25)

where

∂J

∂z∗
=

∂x∗

∂z∗
∂J

∂x∗
+

∂x

∂z∗

(
∂J

∂x∗

)∗
, (26)

∂J

∂x∗
= HH

r V
∂J

∂b∗
, (27)

∂x∗

∂z∗
= diag

(
∂x∗1
∂z∗1

, . . . ,
∂x∗Ms

∂z∗Ms

)
, (28)

and

∂x

∂z∗
= diag

(
∂x1

∂z∗1
, . . . ,

∂xMs

∂z∗Ms

)
, (29)

with

∂x∗p
∂z∗p

=

{
1 |zp| ≤ 1

1
2|zp| |zp| > 1

, p = 1, . . . ,Ms, (30)

and

∂xp

∂z∗p
=

{
0 |zp| ≤ 1

− 1
2|zp|e

j2∠(zp) |zp| > 1
, p = 1, . . . ,Ms. (31)

3Note that
∂a∗q
∂b∗q
	= (

∂aq

∂b∗q
)∗.

Fig. 4. The schematic diagram of the DLRB algorithm consisting of the
forward propagation of the signal and the back-propagation of the derivatives.

Proof: The proof is relegated to Appendix.
Based on Proposition III.1, all the distributed nodes can update

their processing weights based on the derivatives (16), (18) and
(25). Indeed, combining (16) and (17) yields ∂J

∂w∗ = y(ŝ− s)∗;
thus, the destination node can update w using y and ŝ, which
are both locally available given known pilot s. Therefore, the
destination can update its weight without the CSI.

Combining (18) (19) and (20) yields

∂J

∂V∗
= r

[
∂a∗

∂b∗

(
HH

d w
∂J

∂ŝ∗

)
+

∂a

∂b∗

(
HH

d w
∂J

∂ŝ∗

)∗]H
.

(32)
Note that r and ∂a

∂b∗ ,
∂a∗
∂b∗ are all locally available to the relay node

[cf. (21)-(24)]. Let the destination broadcast the beamformed
derivative (w ∂J

∂ŝ∗ )
∗ to the relay node through the reverse channel.

Owing to the channel reciprocity, the relay will receive the
signal HT

d (w
∂J
∂ŝ∗ )

∗ = ( ∂J
∂a∗ )

∗. Therefore, the relay can obtain
the derivative (32) without knowing the CSI, given the reverse
communication link from the destination to the relay.

The source node can obtain the derivative in (25) in a way
similar to the relay node’s obtaining (18). Combining (25), (26),
and (27) yields

∂J

∂u∗
= s∗

[
∂x∗

∂z∗

(
HH

r V
∂J

∂b∗

)
+

∂x

∂z∗

(
HH

r V
∂J

∂b∗

)∗]
.

(33)
Note that s∗, ∂x

∂z∗ , and ∂x∗
∂z∗ are locally available [cf. (28)–

(31)]. Let the relay node broadcast the beamformed derivative
(V ∂J

∂b∗ )
∗ to the source node through the reverse channel. Owing

to the channel reciprocity, the source will receive the signal
HT

r (V
∂J
∂b∗ )

∗. Therefore, the source can obtain the derivative
(33) without knowing the CSI, given the reverse communication
link from the relay to the source.

Now we see that the distributed nodes obtain the derivatives of
their respective weights through two phases as shown in Fig. 4 :
the forward propagation of the signal, and the backpropagation
of the derivatives. In Phase I, the source transmits the beam-
formed signal σ(us), the relay forwards the received signal
σ(VHr), and the destination applies an equalizer to the received
vector y to obtain ŝ = wHy; In Phase II, the destination node
transmits the beamformed derivative (w ∂J

∂ŝ∗ )
∗ to the relay node,

and the relay node receives ( ∂J
∂a∗ )

∗ as shown in (20) and transmits
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the beamformed derivative (V ∂J
∂b∗ )

∗ to the source node so that
the source receives ( ∂J

∂x∗ )
∗ as shown in (27). Through one round

of the forward propagation of the signal and the back propagation
of the derivatives, the nodes can update the derivatives and the
beamforming weights u, V, and w without knowing CSI.

In the simulations, we consider the realistic constraint that
the feedback derivatives need to be clipped by the SEL if its
amplitude is greater than 1. Specifically, the destination node
transmits σ((w ∂J

∂ŝ∗ )
∗) rather than (w ∂J

∂ŝ∗ )
∗ to the relay node, and

the relay node transmits σ((V ∂J
∂b∗ )

∗) rather than (V ∂J
∂b∗ )

∗ to the
source node. But even with this constraint, the DLRB algorithm
works because the derivatives are typically quite small especially
when near to the convergence.

The derivatives given in Proposition III.1 are based on a one-
sample pilot. For the general case of L-length pilot sequence,
we can average the L derivatives to be

du =
1

L

L∑
i=1

∂J

∂u∗
(i), (34)

dV =
1

L

L∑
i=1

∂J

∂V∗
(i), (35)

and

dw =
1

L

L∑
i=1

∂J

∂w∗
(i). (36)

Furthermore, with multiple sets of pilot sequences, we can
use the exponentially weighted average method to update the
derivatives as

du(t) = λdu(t− 1) + (1− λ)du(t), (37)

dV(t) = λdV(t− 1) + (1− λ)dV(t), (38)

and

dw(t) = λdw(t− 1) + (1− λ)dw(t), (39)

where t ∈ {1, 2, . . .T} is the set index and λ ∈ (0, 1) is the
adjustable hyper-parameter. The processing coefficients are then
updated by 4

u(t) = u(t− 1)− αdu(t), (40)

V(t) = V(t− 1)− αdV(t), (41)

and

w(t) = w(t− 1)− αdw(t), (42)

where α ∈ (0, 1) is the learning rate.
The DLRB algorithm is summarized in Algorithm 1, where

steps 3-5 correspond to the signal forward propagation in Fig. 4,
and steps 6-8 correspond to the backpropagation in Fig. 4.

4In general, the update for a complex variable x to minimize f(x) is x←
x− α ∂f

∂x∗ not x← x− α ∂f
∂x , since ∂f

∂x∗ = 1
2

(
∂f

∂Re{x} + j ∂f
∂Im{x}

)
, while

∂f
∂x = 1

2

(
∂f

∂Re{x} − j ∂f
∂Im{x}

)
.

Algorithm 1: The DLRB Algorithm.

Initialization: Randomly initialize w(0), V(0), u(0); α,
λ,

dw(0) = 0, dV(0) = 0, du(0) = 0.
Input: T sets of L-length pilot sequences {s(i), i =

1, . . . , L}Tt=1.
Output: w, V, u.

1: The destination synchronizes the pilot sequences.
2: for t = 1, 2, . . ., T do
3: The source applies the beamforming weight u(t− 1)

and the nonlinear processing σ(·) to the pilot
sequence {s(i), i = 1, . . . , L}t by fs(s) = σ ◦ us
and then transmits it to the relay node.

4: The relay receives the signals r(i), i = 1, . . . , L in
(2) and then applies the weight V(t− 1) and the
nonlinear processing σ(·) by fr(r) = σ ◦Vr.

5: The destination receives the signals
y(i), i = 1, . . . , L in (4) and applies the weight to
obtain

ŝ(i) = w(t− 1)Hy(i), i = 1, . . . , L.

6: The destination computes ∂J
∂w∗ (i), i = 1, . . . , L by

(16), dw(t) by (36), and dw(t) by (39), broadcasts
the beamformed signal
{w(t− 1)[ŝ(i)− s(i)]}∗, i = 1, . . . , L to the relay
node, and updates w(t) according to (42).

7: The relay receives HH
d w(t− 1)[ŝ(i)− s(i)],

i = 1, . . . , L, computes ∂J
∂V∗ (i), i = 1, . . ., L by

(18), dV(t) by (35), and dV(t) by (38), broadcasts
the beamformed signal [V(t− 1) ∂J

∂b∗ (i)]
∗,

i = 1, . . . , L to the source, and updates V(t)
according to (41).

8: The source receives HH
r [V(t− 1) ∂J

∂b∗ (i)],
i = 1, . . . , L, computes ∂J

∂u∗ (i), i = 1, . . ., L by (25),
du(t) by (34), and du(t) by (37), and updates u(t)
according to (40).

9: end for

Fig. 5. A relay network using the DLRB algorithm.

B. A Frame Design to Support the DLRB Algorithm

The above derived DLRB algorithm assumes the FDD mode
for the transmission and reception of the relay node to avoid
self-interference, and assumes the TDD mode for the data ex-
change between the nodes in adjacent layers to exploit channel
reciprocity, as shown in Fig. 5.
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Fig. 6. T rounds of the forward and backward training sessions.

Fig. 7. Schematic diagram of the pilot-data alternating process of a relay
network using the DLRB algorithm.

As shown in Fig. 4, the DLRB algorithm transfers information
in both forward and backward directions. The forward signal
propagation in Fig. 4 corresponds to the source-to-relay and the
relay-to-destination transmission, which is shown by 1© and 2©
in Fig. 5; and the back-propagation in Fig. 4 corresponds to the
destination-to-relay and the relay-to-source transmission, which
is shown by 3© and 4© in Fig. 5.

To support the forward and backward transmission needed
in the DLRB algorithm, we design the frame that contains the
periodic pilots and the time slots as shown in Fig. 6. The time
gaps between theT rounds of the forward and backward training
sessions are to accommodate for the over-the-air propagation
delay and the processing time.

In summary, the DLRB scheme is conducted over-the-air: it
has the source transmit the pilot sequences processed by σ ◦ u;
it has the relay forward the received samples being processed by
σ ◦V; and it has the destination and the relay node broadcast
the beamformed derivatives, i.e., (w ∂J

∂ŝ∗ )
∗ and (V ∂J

∂b∗ )
∗ in the

back-propagation channel. Each node can obtain the required
derivatives, and then update the weights.

After the initial T rounds of the over-the-air training in Fig. 6,
the users can transmit their payload data. Following the preamble
is the data payload as shown in Fig. 7. When the wireless
channels are time-varying, we need to retrain the relay network
every once in a while. But the subsequent trainings will take sig-
nificantly fewer training iterations since they are warm-started.
The pilot-data alternating process is shown in Fig. 7, where the
training session after the initial one is significantly briefer.

C. The Centralized Implementation

If the CSI Hr and Hd are globally known at some central
unit, it can implement the DLRB algorithm in a processor rather
than using the over-the-air training.

The cost function in (14) can be expanded as

J̆ � wH
(
HdE[aaH ]HH

d + σ2
dI
)
w − E[saH ]HH

d w

−wHHdE[as∗] + E[s∗s], (43)

where the cross term of the signal and the noise has been
discarded.

Note that J̆ = E[J ]. Hence the derivative of J̆ with respect
to the destination’s weight is

∂J̆

∂w∗
=
(
HdE[aaH ]HH

d + σ2
dI
)
w −HdE[as∗] (44)

= E

[
∂J

∂w∗

]
, (45)

i.e., it is the expectation of (16). Although E[aaH ] and E[as∗] are
difficult to obtain analytically owing to the nonlinear function
σ(·), we can use Monte Carlo trials to approximate them as

E[aaH ] ≈ 1

L

L∑
i=1

a(i)a(i)H , (46)

and

E[as∗] ≈ 1

L

L∑
i=1

a(i)s(i)∗. (47)

Similarly, ∂J̆
∂V∗ = E[ ∂J

∂V∗ ], i.e., it is the expectation of (18). It
follows from (18) that we can approximate it using Monte Carlo
trials

∂J̆

∂V∗
≈ 1

L

L∑
i=1

r(i)ψ(i)H , (48)

where ψ(i) = ∂a∗
∂b∗ (i)φ(i) +

∂a
∂b∗ (i)φ(i)

∗ with φ(i) =
HH

d w[wHHda(i)− s(i)].
According to (25), we can obtain

∂J̆

∂u∗
≈ 1

L

L∑
i=1

s(i)∗
{
∂x∗

∂z∗
(i)
[
HH

r Vψ(i)
]

+
∂x

∂z∗
(i)
[
HH

r Vψ(i)
]∗}

. (49)

Using the derivatives in (44), (48) and (49) instead of dw,
dV, and du in (37)-(39), we can update u, V, and w according
to (40)-(42).

IV. EXTENSION OF THE DLRB ALGORITHM TO MULTI-RELAY

AND MULTI-USER SCENARIOS

This section considers the multi-relay and multi-user cases as
shown in Fig. 8 and Fig. 9, respectively. Next, we will show how
the DLRB algorithm can be generalized for the two scenarios.
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Fig. 8. A multi-relay network.

Fig. 9. A multi-user relay network.

A. The Multi-Relay Scenario

Given N relay nodes as shown in Fig. 8, of which the n-th
receives

r(n) = H(n)
r x+ η(n)

r , n = 1, . . . , N, (50)

where x is shown in (11), H
(n)
r ∈ CMr×Ms represents the

channel between the source and the n-th relay, and η(n)
r ∼

CN (0, σ2
rI) is the noise.

Being consistent with the single-relay case as shown in (12),
the n-th relay applies the weight V(n) ∈ CMr×Mr and the
nonlinear processing σ(·) to obtain

b(n) = V(n)Hr(n), (51)

and

a(n) = σ(b(n)). (52)

Denote

ã � vec
(
[a(1),a(2), . . . ,a(N)]

)
∈ CNMr . (53)

The destination receives y = Hdã+ ηd and obtains the esti-
mated signal ŝ = wHy, which are consistent with (4) and (13),
respectively. Accordingly, the derivative is the same as (16)-(17),

i.e.,

∂J

∂w∗
= y

(
∂J

∂ŝ∗

)∗
= y (ŝ− s)∗ . (54)

Here we assume that the clocks of the relay nodes are synchro-
nized and thus a(n)’s are time-aligned [34], [35].

According to (51) and (52), the signal processing for each
relay here is the same as that in a single-relay scenario [cf.
(12)]. Therefore, the derivatives with respect to the n-th relay’s
parameters are the same as defined in (18)-(24) except for adding
the superscript (n), i.e.,

∂J

∂V(n)∗ = r(n)
[
∂a(n)∗

∂b(n)∗

(
H

(n)H
d w

∂J

∂ŝ∗

)

+
∂a(n)

∂b(n)∗

(
H

(n)H
d w

∂J

∂ŝ∗

)∗]H
, (55)

where H
(n)
d ∈ CMd×Mr is the channel between the n-th relay

and the destination.
The signal processing for each user here is also the same as

that in a single-relay scenario, as shown in (11). Accordingly, the
derivatives are the same as defined in (25)-(31), except that (27)
becomes a superimposed term due to the presence of multiple
relay nodes, i.e.,

∂J

∂u∗
= s∗

(
∂J

∂z∗

)
= s∗

(
∂x∗

∂z∗
∂J

∂x∗
+

∂x

∂z∗
∂J

∂x

)
, (56)

with

∂J

∂x∗
=

N∑
n=1

H(n)H
r V(n) ∂J

∂b(n)∗ . (57)

According to (54), the destination node can update its weight
w using the local informationy, ŝ, ands; according to (55), given
that the destination broadcasts w ∂J

∂ŝ∗ in the reverse channel,

all the relay nodes can receive H
(n)T
d (w ∂J

∂ŝ∗ )
∗, n = 1, . . . , N

respectively, and then obtain their own derivatives ∂J
∂V(n)∗ , n =

1, . . . , N . According to (56)-(57), we see that given that all the
N relay nodes transmit V(n) ∂J

∂b(n)∗ , n = 1, . . . , N in a time-
aligned manner, the source node will receive the superimposed
term

∑N
n=1 H

(n)H
r V(n) ∂J

∂b(n)∗ and thus can obtain the derivative
∂J
∂u∗ .

Therefore, the DLRB algorithm can optimize the multi-relay
network using no explicit channel information, nor information
exchange between the distributed relay nodes.

Moreover, the DLRB algorithm can achieve the MMSE solu-
tion in the presence of interferences even without knowing the
directions of the interferences. In other words, the relay nodes are
being coordinated by the destination nodes to form a virtual array
for interference suppression but with no CSI and no information
exchange among themselves.

Given enough training plots, one can achieve accurate esti-
mation of the source-to-relay channels and relay-to-destination
channels. The interferences, however, are noncooperative; thus,
their CSI is difficult to obtain, if ever possible. Therefore,
it is difficult for a conventional channel-estimation-based re-
lay beamforming approach to achieve interference suppression
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without the interference’s CSI. In contrast, our DLRB scheme
can coordinate the distributed relay nodes to mitigate the inter-
ferences, requiring neither the interference CSI nor information
exchange between the relays, which is a unique advantage of
this work.

B. The Multiuser Scenario

Now we consider a relay network containingM pairs of users,
i.e, M sources and M corresponding destinations as shown in
Fig. 9. The m-th source applies the weight u(m) ∈ CMs and the
nonlinear processing σ(·) to the signal s(m) as

x(m) = σ(z(m)) = σ(u(m)s(m)), m = 1, 2, . . . ,M. (58)

Denote x̃ � vec([x(1),x(2), . . . ,x(M)]) ∈ CMMs . The n-th
relay receives

r(n) = H̃(n)
r x̃+ η(n)

r , (59)

where H̃
(n)
r ∈ CMr×MMs represents the channel between all

M sources and the n-th relay.
After the relay processes its received signal according to (51)-

(53), the destination receives

y(m) = H
(m)
d ã+ η

(m)
d , (60)

whereH(m)
d ∈ CMd×NMr represents the channel between allN

relays and them-th destination. Applying the linear beamformer
w(m) ∈ CMd to the received signal, the m-th destination yields

ŝ(m) = w(m)Hy(m). (61)

Similar to the single-user case [cf. (15)], we attempt to minimize

J �
M∑

m=1

|ŝ(m) − s(m)|2. (62)

Being consistent with (54), (55), and (56), the derivative with
respect to the m-th destination’s weight is

∂J

∂w(m)∗ = y(m)

(
∂J

∂ŝ(m)∗

)∗
= y(m)(ŝ(m) − s(m))∗; (63)

the derivative with respect to the n-th relay’s weight is

∂J

∂V(n)∗ = r(n)

{
∂a(n)∗

∂b(n)∗

[
M∑

m=1

H
(m,n)H
d

(
w(m) ∂J

∂ŝ(m)∗

)]

+
∂a(n)

∂b(n)∗

[
M∑

m=1

H
(m,n)H
d

(
w(m) ∂J

∂ŝ(m)∗

)]∗}H

,

(64)

where H
(m,n)
d is the channel between the m-th destination

and the n-th relay; and the derivative with respect to the m-th
source’s weight is

∂J

∂u(m)∗ = s(m)∗
{
∂x(m)∗

∂z(m)∗

[
N∑

n=1

H(n,m)H
r

(
V(n) ∂J

∂b(n)∗

)]

+
∂x(m)

∂z(m)∗

[
N∑

n=1

H(n,m)H
r

(
V(n) ∂J

∂b(n)∗

)]∗}
,

(65)

whereH(n,m)
r is the channel between then-th relay and them-th

source.
According to (63), each destination node can obtain their own

derivative ∂J
∂w(m)∗ ,m = 1, 2, . . . ,M using the received signal

y(m), the output signal ŝ, and the known pilot s. Accord-
ing to (64), if all the destinations broadcast w(m) ∂J

∂ŝ(m)∗ ,m =
1, 2, . . . ,M to the relay nodes in a synchronized man-
ner, then each relay will receive the superimposed term∑M

m=1 H
(m,n)H
d w(m) ∂J

∂ŝ(m)∗ and thus obtain their own deriva-
tive ∂J

∂V(n)∗ , n = 1, 2, . . . , N . According to (65), if the relay
nodes broadcast V(n) ∂J

∂b(n)∗ , n = 1, 2, . . . , N to the sources in
a synchronized manner, then each source will receive the super-
imposed term

∑N
n=1 H

(n,m)H
r V(n) ∂J

∂b(n)∗ and thus obtain their
own derivative ∂J

∂u(m)∗ ,m = 1, 2, . . . ,M .
Therefore, the DLRB algorithm can optimize the multi-user

relay network using no explicit channel information, and it
requires no information exchange between the distributed re-
lay/source/destination nodes.

C. Complexity Analysis

In the DLRB scheme, each node only needs to calculate the
beamforming signal, i.e., u(m)s(m), V(n)Hr(n), or w(m)Hy(m)

in forward propagation [cf. (58), (51), or (61)], and the derivative
with respect to its own weight, i.e., ∂J

∂u(m) , ∂J
∂V(n) , or ∂J

∂w(m) in
the backpropagation [cf. (65), (64), or (63)].

On the destination side, according to (61), each destination
node takesMd multiplications to compute signalw(m)Hy(m) in
the forward propagation; according to (63), the destination needs
Md multiplications to compute ∂J

∂w(m) in the backpropagation. In
addition, the destination requiresMd multiplications to compute
w(m) ∂J

∂ŝ(m)∗ to feed back to the relay in the reverse channel [cf.
(64)]. As an L-length pilot is used for updating the weight each
time, the destination performs a total of 3MdL multiplications
in each round of training.

On the relay side, according to (51), each relay node
takes M2

r multiplications to compute beamforming signal
V(n)Hr(n) in the forward propagation; according to (64),
in the backpropagation the relay first needs 2Mr multiplica-
tions to compute ∂a(n)∗

∂b(n)∗ ξ
(n)
r and ∂a(n)

∂b(n)∗ ξ
(n)∗
r , where ξ(n)r �∑M

m=1 H
(n,m)H
d (w(m) ∂J

∂ŝ(m)∗ ) is the received feedback signal
– note that the summations and matrix-vector multiplications
are automatically conducted via the over-the-air propagation
without calculation. Then the relay needs M2

r multiplications
to multiply signal r(n) with ( ∂a

(n)∗
∂b(n)∗ ξ

(n)
r + ∂a(n)

∂b(n)∗ ξ
(n)∗
r )H to

obtain ∂J
∂V(n) . In addition, the relay requires M2

r multiplications
to compute V(n) ∂J

∂b(n)∗ before feeding it back to the source
node [cf. (65)]. Therefore, the relay node performs a total of
(3M2

r + 2Mr)L multiplications in each round of training.
On the source side, according to (58), each source node takes

Ms multiplications to compute beamforming signal u(m)s(m)
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TABLE I
THE NUMBER OF MULTIPLICATIONS CONDUCTED BY THE DISTRIBUTED NODES

PER ROUND OF TRAINING

in the forward propagation. In the backpropagation [cf. (65)],
similar to the relay node, the source first needs 2Ms mul-
tiplications to compute ∂x(m)∗

∂z(m)∗ ξ
(m)
d and ∂x(m)

∂z(m)∗ ξ
(m)∗
d , where

ξ
(m)
d �

∑N
n=1 H

(n,m)H
r (V(n) ∂J

∂b(n)∗ ) is the received feedback
signal. Then the source needs Ms multiplications to multiply
(∂x

(m)∗
∂z(m)∗ ξ

(m)
d + ∂x(m)

∂z(m)∗ ξ
(m)∗
d )with s(m)∗ to obtain ∂J

∂u(m)∗ . There-
fore, the source performs a total of 4MsLmultiplications in each
round of training.

We summarize in Table I the number of multiplications re-
quired by each node in each round of training, and we can see
that the complexity of the DLRB scheme is quite moderate.

V. NUMERICAL SIMULATIONS

In this section, we verify the effectiveness of the proposed
algorithms via numerical simulations. In the examples except
for the last one, the source-to-relay channel and the relay-to-
destination channel are assumed to be frequency-flat Rayleigh
fading and remain static. The pilot sequence length L = 32. The
nonlinear PA is simulated as the SEL function σ in (9).

Note that minimizing the MSE amounts to maximizing the
output signal-to-noise ratio (SNR), because [36, Equation (13)]

SNR =
1

MSE
− 1. (66)

Hence in the simulations we also use the output SNR/SINR
of the destination as the metric to evaluate the performance of
the system based on the average of 100 Monte Carlo trials.
ρdest(=

NMr

σ2
d

) is the SNR of the relay-to-destination channel

and ρrelay(=
MMs

σ2
r

) is the SNR of the source-to-relay channel.
The hyper-parameter and learning rate used in (37) − (42) are
λ = 0.9 and α = 0.3, respectively. Other parameters are given
on the top of the figures.

In the first example, we simulate the DLRB algorithm to see
the convergence of its MSE and SNR [cf. (66)] under different
number of the relay nodes (N ), and under different number
of the antennas per relay node (Mr). Fig. 10 shows that most
gain is achieved in the first 200 iterations, where one iteration
represents one round of forward and backward training sessions
as illustrated in Fig. 6. As expected, the output SNR/MSE
improves as the number of relays and relay antennas increases.
The network with one Mr-antenna relay outperforms the one
with Mr single-antenna relays, which is not surprising since the
relay processing matrix V is constrained to be diagonal in the
latter case.

For the subsequent simulations, the DLRB algorithm is based
on 200 iterations. The centralized implementation as explained
in Section III-C, however, uses 1000 iterations since it runs in a

Fig. 10. Output SNR of the relay network achieved by the DLRB scheme as
the number of iterations with respect to different number of the relay nodes and
the relay antennas.

Fig. 11. Comparison between the proposed algorithms with the algorithm
in [12] in the output SNR of the destination.

CPU and consumes no communication resources. To differenti-
ate the two proposed algorithms, we use ‘Centralized Impl.’ and
‘DLRB algorithm’ to denote the centralized and the distributed
implementations, respectively.

In the second simulation, we include the “Optimal Unquan-
tized Scheme” proposed in [12], which is designed to optimize
the linear AF relay network with a single relay node with the
average power constraint but is not subject to the PA saturation.
In contrast, our proposed algorithms impose the instantaneous
power constraint [cf. (6)], which is more stringent (and more
realistic). Under this unfair comparison, it is not surprising to
see from Fig. 11 that the optimal unquantized scheme of [12]
(labeled as ‘Algorithm in [12]’) can outperform our proposed
algorithms, especially for 16QAM, a non-constant modulus
signal. Fig. 11 shows that for the QPSK signal the proposed
algorithms can even outperform the linear AF scheme in the
low SNR regime, because clipping the QPSK signal at the relay
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Fig. 12. BER of the algorithm in [12] versus the power constraints value after
the PA.

Fig. 13. BER of the proposed algorithms and the algorithm in [12] with and
without the optimized power constraints in the presence of the PA.

nodes helps reduce the noise. The performance of the DLRB
algorithm is inferior to the centralized implementation because
it conducted fewer forward-and-backward iterations.

In the presence of nonlinear PAs, the optimal unquantized
scheme of [12] needs to be modified to avoid PA saturation.
More specifically, the transmitted non-constant modulus signal
should be power backoff-ed. Fig. 12 shows the BER results of
the 16QAM signal transmitted using the scheme in [12] under
different power backoff coefficients γ ∈ (0, 1). One can choose
the optimal power backoff (PBO) for the scheme in [12] to
minimize the BER.

In Fig. 13, we compare our proposed algorithms with the
linear AF with optimal power backoff (labeled as ‘Algorithm
in [12] (PBO)’) and the original scheme in [12], all subject to the
nonlinear PA. In this fair comparison, our proposed algorithms
consistently outperform the linear AF scheme.

Fig. 14. The amplitude of the input signal into the SEL function as the number
of iterations for QPSK and 16QAM signals.

Fig. 15. Output SINR of the destination with respect to different number of
the interferences.

Then we run a simulation with setting M = N = 1,Ms =
Mr = Md = 4,K = 0, and ρ1 = ρ2 = 10dB. Fig. 14 shows
a continuous error bar diagram of the amplitude |b| [cf. (8)],
where b is the input into the SEL function. The solid line in
the middle represents the mean, and the shaded parts represent
|b| within its one standard deviation. We can see that |b| > 1
with high probability, which shows that the relay node actually
aggressively enters the nonlinear regime of the SEL function.

We then simulate the DLRB algorithm under interferences.
Fig. 15 shows that a network with 2 two-antenna users and 3
two-antenna relays running the DLRB algorithm can suppress up
to 3 interferences owing to the inter-relay coordination. In other
words, the relay nodes can coordinate to form a virtual array
for interference suppression, but without information exchange
between the relay nodes.

In the previous simulations, we have assumed that the back-
propagation from the destinations to the relay nodes and from
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Fig. 16. Output SNR of the destination as the number of iterations with and
without noise in the reverse channel.

the relays to the sources are noise-free in the DLRB algo-
rithm. Now we consider a more realistic scenario where in
the reverse channel the destinations’ and the relays’ broad-
casting of the sequences [w(m)(ŝ(m) − s(m))]∗,m = 1, . . . ,M
and [V(n) ∂J

∂b(n)∗ ]
∗, n = 1, . . . , N are contaminated by the noise

ζd ∼ CN (0, σ2
ζd
I) and ζr ∼ CN (0, σ2

ζr
I), respectively. The

SNRs of the reverse channel is defined as

ρback1 � MMd

σ2
ζd

, and ρback2 � NMr

σ2
ζr

. (67)

Fig. 16 shows that even whenρback1 = ρback2 = 0dB, the output
SNRs for QPSK and 16QAM signals are only about 1 dB and
2 dB lower than those without noise, respectively. It verifies
that the DLRB algorithm is robust to the noise in the back-
propagation channel, owing to the average operations in (34)–
(36).

In the last example, we consider the more practical scenario
where the channels are time-varying. Specifically, we set that
the carrier frequencyfc = 2.4GHz, the bandwidthB = 20MHz,
i.e., the Nyquist sampling duration Ts =

1
B = 1

20×106 = 50ns,
and the channel mobility speed v = 40km/h, i.e., the Doppler
frequency spread fd = v

c fc =
40/3.6
2×108 × 2.4× 109 ≈ 88Hz. Ac-

cording to the frame structure in Fig. 6, the DLRB scheme needs
a total of 2(T + 1)LTs seconds for training. And in the initial-
ization stage the DLRB scheme needs 64 iterations for training
that last for 0.208 ms, i.e., 2× (64 + 1)× 32× 50× 10−9 =
0.208ms, before transmitting 128 sets of data; based on the
first phase, the subsequent training phases are warm-started, and
hence require much fewer rounds of training as shown in Fig. 7.
Indeed, the subsequent training only needs 4 iterations that take
only 0.016 ms, i.e., 2× (4 + 1)× 32× 50× 10−9 = 0.016ms,
followed by 128 sets of data payload. As shown in Fig. 17,
the red curve is the pilot training phase and the blue is the
data transmission phase. The four curves, from the upper to
the lower, correspond to the case of K = 0 (no) interference to
K = 3 interferences. After the first training session, although the

Fig. 17. Output SINR of the destination for the time-vary channels as the time
with respect to different number of the interferences.

performance of data transmission will slowly degenerate owing
to the time varying channel, it only needs 4 iterations of training
to compensate for the SINR loss occurred in the preceding data
transmission. Overall, the network takes only a moderate portion
of time resource for the network training. We can also see that
the DLRB algorithm can not only adapt to the changes of the
channels, but also suppress the interferences from the unknown
time-varying channels.

VI. CONCLUSION

This paper presents a novel perspective of regarding a relay
network as a four-layer “quasi-neural network” and proposes
a Distributed Learning based Relay Beamforming (DLRB) al-
gorithm for the relay network. We adopt a soft envelop limiter
(SEL) for instantaneous power constrain per antenna to avoid the
distortion of the nonlinear power amplifier (PA). The proposed
DLRB scheme can optimize the weights of the distributed
nodes assuming no channel state information (CSI). The op-
timization is conducted via having the sources transmit pilot
sequences, and having the destinations and the relays broadcast
some beamformed derivatives through the reverse channel – the
relay/source/destination nodes exchange no data between their
peers. We also present a frame design to support the DRLB so
that it can adapt well with time-varying channels. The extensive
simulations verify the effectiveness of the proposed algorithms
in both with interference and interference-free environments.
And the proposed algorithms can outperform the state-of-the-art
method that ignores the nonlinearity of the PAs.

We believe that this work opens up several interesting avenues
for future exploration. One would be to extend to the more realis-
tic case of orthogonal frequency division multiplexing (OFDM)
scenario to accommodate for frequency selective channels; and
another possible way is to extend the single-stream case studied
in this paper to multi-stream cases.
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APPENDIX

PROOF TO PROPOSITION III.1

We first reproduce the following definition and lemma
from [37].

Definition VI.1: [37, Definition 2.2] Let z = x+ jy, where
x, y ∈ R, then the formal derivatives with respect to z and z∗ of
f(z0) at z0 ∈ C are defined as

∂f (z0)

∂z
=

1

2

(
∂f (z0)

∂x
− j

∂f (z0)

∂y

)
, (68)

and

∂f (z0)

∂z∗
=

1

2

(
∂f (z0)

∂x
+ j

∂f (z0)

∂y

)
. (69)

In calculating ∂f(z0)
∂z and ∂f(z0)

∂z∗ , the variables z and z∗ are
treated as independent variables.

Lemma VI.2: [37, Theorem 3.3] Let f : CN×Q ×CN×Q →
R. Then the following holds:

DZ∗f = (DZf)
∗ . (70)

Now we establish the following lemma.
Lemma VI.3: Derivatives of SEL function, a = σ(b) ={
b |b| ≤ 1

ej∠b |b| > 1
∈ C, are

∂a

∂b∗
=

{
0 |b| ≤ 1

− 1
2|b|e

j2∠b |b| > 1
, (71)

and

∂a∗

∂b∗
=

{
1 |b| ≤ 1
1

2|b| |b| > 1
. (72)

where ∠b represents the angle of b.
Proof: When |b| ≤ 1,

∂a

∂b∗
=

∂b

∂b∗
= 0, and

∂a∗

∂b∗
=

∂b∗

∂b∗
= 1; (73)

when |b| > 1,

∂a

∂b∗
=

∂ej∠b

∂b∗
=

∂ b
|b|

∂b∗

=

(
∂b

∂b∗

)
|b|−1 + b

(
∂|b|−1
∂b∗

)

= 0− b|b|−2 ∂|b|
∂b∗

= − 1

2 |b|e
j2∠b, (74)

and

∂a∗

∂b∗
=

∂e−j∠b

∂b∗
=

∂ b∗
|b|

∂b∗

=

(
∂b∗

∂b∗

)
|b|−1 + b∗

(
∂|b|−1
∂b∗

)

= |b|−1 − b∗|b|−2
(
∂|b|
∂b∗

)

=
1

2 |b| , (75)

where

∂|b|
∂b∗

=
∂ (b∗b)

1
2

∂b∗
=

1

2
(b∗b)−

1
2
∂b∗b
∂b∗

=
b

2|b| =
ej∠b

2
. (76)

Now we are ready to prove Proposition III.1.
According to the chain rule of derivative and Lemma VI.2,

∂J

∂w∗
=

∂ŝ

∂w∗
∂J

∂ŝ
=

∂ŝ

∂w∗

(
∂J

∂ŝ∗

)∗
. (77)

Since it follows from (13) that ∂ŝ
∂w∗ = y, (77) can be reformu-

lated as (16). And (17) follows immediately from (15).
According to the chain rule of derivative [cf. (8)],

∂J

∂V∗
=

(
∂J

∂v∗1
,
∂J

∂v∗2
, . . . ,

∂J

∂v∗Mr

)

=

(
∂b1
∂v∗1

∂J

∂b1
,
∂b2
∂v∗2

∂J

∂b2
, . . . ,

∂bMr

∂v∗Mr

∂J

∂bMr

)
, (78)

where ∂bq
∂v∗q

= r, q = 1, . . . ,Mr; thus, (78) is deduced to

∂J

∂V∗
=

(
r
∂J

∂b1
, r

∂J

∂b2
, . . . , r

∂J

∂bMr

)
= r

(
∂J

∂b∗

)H

, (79)

which has proven (18).
As for ∂J

∂b∗ in (18), according to the chain rule,

∂J

∂b∗
=

∂a∗

∂b∗
∂J

∂a∗
+

∂a

∂b∗
∂J

∂a
∈ CMr , (80)

i.e., (19), where

∂J

∂a∗
=

∂ŝ∗

∂a∗
∂J

∂ŝ∗
. (81)

Combining (4) and (13) leads to

ŝ = wHHda+wHηd, (82)

from which we obtain

∂ŝ∗

∂a∗
= HH

d w. (83)

Inserting (83) into (81) yields (20).
Since a = σ(b) [cf. (12)] is an element-wise function of b,

i.e., aq = σ(bq), q = 1, . . . ,Mr, ∂a∗
∂b∗ and ∂a

∂b∗ are diagonal as

shown in (21) and (22), where
∂a∗q
∂b∗q

, and ∂aq

∂b∗q
in (23) and (24) can

be obtained from Lemma VI.3.
Inserting (20)–(22) into (19) leads to ∂J

∂b∗ , so we can obtain
∂J
∂V∗ as shown in (18).

According to the chain rule of derivative, we can prove (25) as

∂J

∂u∗
=

∂zH

∂u∗
∂J

∂z∗
(a)
= s∗

∂J

∂z∗
, (84)

where
(a)
= holds because ∂zH

∂u∗ = s∗IMs
[cf. (7)].
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As for ∂J
∂z∗ in (25), we can use the chain rule of derivative to

obtain (26) as

∂J

∂z∗
=

∂x∗

∂z∗
∂J

∂x∗
+

∂x

∂z∗
∂J

∂x
, (85)

and (27) as

∂J

∂x∗
=

∂bH

∂x∗
∂J

∂b∗
(b)
= HH

r V
∂J

∂b∗
, (86)

where
(b)
= holds because ∂bH

∂x∗ = HH
r V, as combining (2) and

(8) leads to b = VHHrx+VHηr.
Since x = σ(z) just like a = σ(b), following the same proof

of (21), (22), (23), and (24), we can prove (28), (29), (30), and
(31).

Inserting (27)–(29) into (26) leads to ∂J
∂z∗ ; thus, we can obtain

∂J
∂u∗ as shown in (25).
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