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Distributed Downlink Precoding for Cell-Free
Massive MIMO: A Quasi-Neural Network Approach
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Abstract—This paper proposes a novel downlink precoding
method for a cell-free massive multiple-input multiple-output
(CF-mMIMO) network, requiring no channel state information
sharing between the access points via fronthaul links. By drawing
analogies between a CF-mMIMO network and an artificial neural
network, the proposed algorithm borrows the idea of backprop-
agation to train the precoders and the combiners through over-
the-air ping-pong signaling between the access points and user
equipments. It utilizes manifolds optimization to meet the per-
AP power constraint and is named as distributed quasi-neural
network precoding on manifold (DQNPM). The DQNPM algo-
rithm can accommodate a large category of objective functions
for fully distributed implementation. Numerical simulations show
that our method outperforms the state-of-the-art approaches, and
is robust against pilot contamination.

Index Terms—cell-free massive MIMO, distributed precoding,
quasi-neural network, Riemannian manifold

I. INTRODUCTION

THE cell-free massive multiple-input and multiple-output
(CF-mMIMO) network [2], [3] is a recently emerged

physical layer technology, which combines distributed access
points (APs) to achieve the high throughput of massive MIMO
[4] and ensure more uniform coverage. Hence it is one
of the promising technologies for the future generation of
wireless communication. In a CF-mMIMO network, the APs
collaboratively serve all user equipments (UEs) [5], or specific
clusters of UEs determined by some AP-UE pairing schemes,
such as the UE-centric allocation [6].

To fully leverage the capacity of the CF-mMIMO network,
extensive research efforts have been made in recent years,
including the precoding and combining with different level of
cooperations between the APs [7], [8], [9], pilot assignment
with a limited number of orthogonal pilots [10], [11], and
power allocation [6], [12].

The cooperative precoding and combining design in a CF-
mMIMO network can be achieved by centralized or distributed
approaches. The centralized approaches require the aggrega-
tion of the CSI of the distributed APs to the central processing
unit (CPU) via the fronthaul links so that the precoders can be
optimized in a central manner. Along this vein of work, the
centralized zero-forcing (ZF) precoding [13], [14] and the min-
imum mean-square-error (MMSE) combining [15] are adopted
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to implement in a CF-mMIMO network at different levels
of cooperation [16]. Due to the high dimensionality of the
aggregated channels, however, the centralized methods entails
a large overhead of CSI aggregation and are computationally
complex. Moreover, the centralized precoding algorithms are
hard to implement due to the limited fronthaul capacity in
a centralized radio access network (CRAN) [17] and the
fronthaul delay in an IP-radio access network (IP-RAN) [18].
To bypass these problems, the distributed approaches were
proposed, including the local ZF downlink precoding [13],
signal-to-leakage-and-noise ratio (SLNR) precoding [19] and
MMSE [15] precoding. These algorithms only require the local
CSI, and therefore incurring no CSI or data exchanges over the
fronthaul links. But they significantly underperform compared
with the centralized ones. Another way is the bi-directional
training via the over-the-air (OTA) pilot transmissions between
the APs and the UEs, which exchanges the CSI implicitly
and distributively to optimizes the precoders. This method
appears to be able to achieve a better performance than the
previous methods [15], [13], [19], but it still sees considerable
performance loss compared with a centralized benchmark.

This paper focuses on the distributed cooperative precoding
and combing in a downlink CF-mMIMO network. We adopt
the idea of “quasi-neural network” (Quasi-NN), which was
originally proposed for distributed beamforming in a MIMO
relay network [20] and was used for distributed combining
of the APs in the uplink scenario of a CF network [21]. The
Quasi-NN is similar to an artificial neural network (ANN) in
its layer structure that directly models the hierarchical feature
of a system, such as the layer structure of relay networks
[20], CF-mMIMO networks [21], and the signal processing
structure in spectrum estimations [22]. Meanwhile, it differs
from an ANN as it is model-based and optimized in real time.
It benefits from the ability of optimizing complicated systems,
parallel and distributed implementations, low computational
complexity, and even pruning techniques [22].

We model the CF-mMIMO network in the downlink trans-
mission as a Quasi-NN by drawing its analogies to an ANN.
By using stochastic gradient descent with OTA signals be-
tween the APs and the UEs, which is the essential idea
of the celebrated back-propagation (BP) algorithm [23], the
coefficients of the Quasi-NN, i.e., the precoding matrices of
the APs and the combiners of the UEs, can be distributed
optimized. To constrain the transmitting power of the APs,
we propose to optimize the precoders over a Riemannian
manifold.

The main contributions of this paper can be concluded as
follows:
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• We propose the distributed quasi-neural network precod-
ing on manifolds (DQNPM) algorithm, which uses OTA
signaling to optimize the precoding matrices of the APs
and the combiners of the UEs in a distributed manner
without fronthaul data sharing. It is shown to enjoy better
convergence performance than the approach of [21].

• We extend the DQNPM algorithm into multi-stream per
UE communication scenario.

• We delineate a category objective functions the Quasi-
NN can accommodate for fully-distributed optimization,
including minimization of the weighted mean squared
error (MMSE), maximization of the weighted sum rate
(MWSR), and maximization of the proportional fairness
(MPF).

In the remainder of this paper, we first introduce the network
model of a CF-mMIMO and draw its analogies to an ANN
in Section II. The DQNPM algorithm and its implementation
under the MWSR and MPF criteria are elaborated in Section
III. In Section IV, we discuss what kind of objective functions
can be distributively optimized by the DQNPM algorithm
and extend it into a multi-stream scenario. The proposed
methods are verified by numerical simulations in Section V.
The conclusions are given in Section VI.

Notation: Small and capital boldface variables denote vec-
tors and matrices. (·)T , (·)H , and (·)∗ denote the transpose,
conjugate transpose, and conjugate operator. ℜ{·} and E[·]
are the real part and expectation operator. |S| stands for the
cardinality of the set S. I stands for an identity matrix. vec(X)
denotes the vectorization operation by stacking the columns of
X into one. ⊗ stands for the the Kronecker product, and ∥·∥F
is the Frobenius norm of a matrix.

II. PROBLEM FORMULATION AND MODELING OF
DOWNLINK CF-MMIMO NETWORK BY A QUASI-NN

Consider a downlink CF-mMIMO network as shown in Fig.
1, where a group of APs L = {1, · · · , L}, each equipped with
Mt transmitting antennas, serve a set of UEs K = {1, · · · ,K},
each with Mr receiving antennas. The key idea of this paper
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Fig. 1: Downlink CF-mMIMO System

is to model such a network by a Quasi-NN and present
a distributed algorithm for optimizing the network, which
is inspired by the analogies between the Quasi-NN and a
conventional ANN.

A. Signal Model and Problem Formulation

Assume that the network works in a time-division-duplex
(TDD) mode and the APs transmit the data stream sk to the
UE k. Based on some predefined AP-to-UE pairing, the CPU
allocates a subset of the data streams Sl ⊆ S = {s1, · · · , sK}
to AP l. Denote sl ∈ CNl×1 as the vector of the signals
allocated to AP l, with Nl = |Sl| being the number of
the UEs served by AP l. Applied with the precoding matrix
Pl = [pl,1, · · · ,pl,Nl

] ∈ CMt×Nl , it is precoded into

xl = Plsl ∈ CMt×1 (1)

before being transmitted from the AP’s antenna array. Without
loss of generality, it is assumed that E[slsHl ] = I for any l.

The signal received by UE k is

yk =

L∑
l=1

Hk,lxl + nk ∈ CMr×1, (2)

with nk ∼ CN (0, σ2
kI) denoting the additive white Gaussian

noise (AWGN) and Hk,l ∈ CMr×Mt denoting the downlink
channel between AP l and UE k. Then, UE k applies combiner
wk ∈ CMr×1 to recover sk as:

ŝk = wH
k yk. (3)

This paper focuses on the distributed optimization of the
precoding matrices {Pl}l∈L and the UE combining weights
{wk}k∈K according to some predefined criterion J , subject to
the power constraint per-AP. That is

min
{Pl}l∈L,{wk}k∈K

J ({Pl}l∈L, {wk}k∈K)

s.t. ∥Pl∥2F ≤ 1, l = 1, · · · , L.
(4)

The cost functions J({Pl}l∈L, {wk}k∈K) can be in various
forms. The following are probably two most interesting exam-
ples.

For the MWSR criterion, maximizing the output SNR
amounts to minimizing the system MSE [24, Equation (13)]
because

SNR =
1

MSE
− 1, (5)

which holds if the MMSE receiver

wk =
(
YkY

H
k

)−1
Yks

∗
k, (6)

is employed. Here, Yk ∈ CMr×τ and sk ∈ Cτ×1 denote the
received signal and pilot sequence for UE k.

Hence, the weighted sum-rate of the CF-mMIMO network
R =

∑K
k=1 ωk log(1 + SNRk) = −

∑K
k=1 ωk log(MSEk),

which can be approximated as:

R = −
K∑

k=1

ωk log

(
1

τ

τ∑
i=1

|ŝk(i)− sk(i)|2
)
, (7)
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where ωk denotes some prescribed weight for UE k. The
approximation MSEk ≃ 1

τ

∑τ
i=1 |ŝk(i) − sk(i)|2 is utilized,

and it is asymptotically accurate as τ →∞.
Hence for the MWSR criterion, the adopted cost function

is

J ≜
K∑

k=1

ωk log

(
1

τ

τ∑
i=1

|ŝk(i)− sk(i)|2
)
. (8)

For the MPF criterion, the proportional fairness (PF) can
be similarly approximated as

PF =

K∑
k=1

log

(
− log

(
1

τ

τ∑
i=1

|ŝk(i)− sk(i)|2
))

. (9)

Hence for the MPF criterion, the adopted cost function is

J = −
K∑

k=1

log

(
− log

(
1

τ

τ∑
i=1

|ŝk(i)− sk(i)|2
))

. (10)

Note that the term 1
τ

∑τ
i=1 |ŝk(i) − sk(i)|2 is guaranteed

to be less than 1 when the MMSE receiver is used, since
E[|sk(i)|2] = 1 for any k. Hence, (10) is always well-defined.

For both the MWSR and MPF criterion, the optimal solution
to wk is the MMSE one (6). Indeed, in a network where
all the nodes are subject to Gaussian noise, it is hard to
conceive a criterion under which a MMSE combiner is not the
preferred one. Further note that all the UEs’ MMSE combiners
can be optimized separately, which is in contrast to the APs’
precoders – when AP l changes its precoder Pl, the optimal
precoders Pl′ for l′ ̸= l will be affected accordingly.

Given the MMSE combiners, denote the resultant MSEs by
ek = |ŝk−sk|2 or ek = E[|ŝk−sk|2] for k = 1, . . . ,K, each of
which is a function of Pl, l = 1, . . . , L; thus, the original cost
function J ({Pl}l∈L, {wk}k∈K) can be converted into, with a
slight abuse of notation, J(e1({Pl}l∈L), · · · , eK({Pl}l∈L)).
Here the notation ek({Pl}l∈L) is to emphasize that ek is
dependent on all the precoding matrices.

Hence the original problem (4) can be converted into

min
{Pl}l∈L

J (e1({Pl}l∈L), · · · , eK({Pl}l∈L))

s.t. ∥Pl∥2F ≤ 1, l = 1, · · · , L.
(11)

However, obtaining a distributed solution for this problem
is still troublesome due to its non-convexity and fronthaul
limitations. One interesting observation is that the layered
structure of a CF-mMIMO system makes it similar to an
ANN, and we can model it as a Quasi-NN as explained in the
following. In Section III, we deduce a distributed algorithm
for solving problem (11) with the MWSR and MPF criteria,
which is based on the notion of Quasi-NN.

B. The Quasi-NN Modeling of Downlink CF-mMIMO Net-
work

The layered topology of the downlink CF-mMIMO network
is shown in the upper subplot of Fig. 2, where different colors
of the links indicate the AP-to-UE pairing as the same as those
in Fig. 1. We can model this topology into a four-layer Quasi-
NN in the lower subplot of Fig. 2 based on the following
similarities and differences.
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Fig. 2: Modeling a Cell-free Network as a Quasi-NN

The CF-mMIMO network is analogous to an ANN in the
following aspects:

• The input streams are like the input layer of an ANN;
while the combined streams ŝk’s are like the output layer.

• The transmitting antennas of the APs and the receiving
antennas at the UE are similar to the neurons in the
ANN’s hidden layers.

• The precoding matrices Pl’s, the channel matrices Hk,l’s,
and the combining weights wk’s are like the connection
weights of a four-layer ANN.

One should note that the Quasi-NN modeling of the CF-
mMIMO network also differs from an ANN in some important
aspects:

• In the Quasi-NN, the channel weights are deterministic
and unknown, while all network weights are known and
adjustable in an ANN.

• The precoding weights in the Quasi-NN follow the trans-
mitting power constraint; while the network weights in
an ANN are usually unconstrained.

• The pilot transmission in the Quasi-NN is contaminated
by AWGN, while the data processing is typically noise-
free in an ANN.

• Data and weights in the Quasi-NN are complex-valued,
while they are typically real in an ANN.
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Despite the aforementioned differences, we can still borrow
the idea of the BP algorithm used for neural network training
to solve the network optimization problem (11). Specifically,
we let the APs to transmit pilot sequences in the downlink and
the UEs to transmit the gradients in the uplink to distributively
optimize problem (11), while assuming that no CSI is available
at the network nodes, as is detailed in the next section.

III. THE DISTRIBUTED QUASI-NEURAL NETWORK
PRECODING ON MANIFOLD

To employ the BP algorithm to optimize the CF-mMIMO
network, we need further to reformulate (11) into an un-
constrained optimization problem. Indeed, in our previous
work on the optimization of the CF-mMIMO network in
the uplink mode [21], we introduce power control factors
to reformulate the constrained problem into an unconstrained
one. That approach can be easily altered to solve problem (11)
and the resultant method is referred to as the distributed quasi-
neural network precoding (DQNP) algorithm, whose details
are relegated to Appendix B.

In this section, we propose a new approach, named as the
DQNPM algorithm, which solves problem (11) over Rieman-
nian manifolds to achieve better convergence performance than
the DQNP.

A. Precoding Problem Representation on Manifolds

To meet the power constraint in (11), i.e., ∥Pl∥2F =∑Nl

i=1 tr
(
pl,ip

H
l,i

)
≤ 1 with pl,i the i-th column of Pl, we

first introduce the slack variables θl ∈ CNl×1 to have the
slacked precoders

P̃l =

[
θHl
Pl

]
, l = 1, · · · , L (12)

with the equality constraint ∥P̃l∥2F = 1.
With A = [0 IMt

] ∈ RMt×(Mt+1), the transmitted signal
in (1) is

xl = AP̃lsl. (13)

Therefore, the transmitting power constraint ∥AP̃l∥2F ≤ 1
holds automatically.

Consider the set Ml = {p̃l | p̃H
l p̃l = 1}, where p̃l =

vec(P̃l) ∈ C(Mt+1)Nl , and define the inner product

gMl

p̃l
(ϕ,ψ) =

1

2

(
ϕHψ +ψHϕ

)
, (14)

of two vectors ϕ,ψ on the tangent space Tp̃l
Ml, which is

the set of the tangent vectors of all the curves passing through
p̃l [25]. Ml is a complex sphere and forms a Riemannian
manifold [26].

Hence, we can transform (11) to the manifold optimization
as the following p̃l on manifold Ml:

min
{p̃l}l∈L

J(e1({p̃l}l∈L), · · · , eK({p̃l}l∈L))

s.t. p̃l ∈Ml, (l = 1, · · · , L).
(15)

B. The Distributed Quasi-NN Precoding on Manifold

We adopt the first-order Riemannian gradient descent
method [26] to optimize p̃l. The basic idea is to update the pre-
coder p̃l along the Riemannian gradient on the tangent space
Tp̃l
Ml before retracting it back to the manifold. To acquire

the Riemannian gradient, we first establish the following result
on Euclidean gradient.

Proposition 1. For the Quasi-NN as shown in Fig. 2, the
gradient of J(e1({p̃l}l∈L), · · · , eK({p̃l}l∈L)) with respect to
p̃l is

∂J

∂p̃∗
l

= (s∗l ⊗AT )
∂J

∂x∗
l

. (16)

with
∂J

∂x∗
l

=

K∑
k=1

HH
k,lwk(ŝk − sk)

∂J

∂ek
. (17)

Proof. We first consider the case ek = |ŝk − sk|2. According
to (3) and the chain rule, we can derive

∂ek
∂y∗

k

= wk(ŝk − sk). (18)

By (2), we have

∂yH
k

∂x∗
l

= HH
k,l,

∂yT
k

∂x∗
l

= 0. (19)

According to the chain rule,

∂J

∂x∗
l

=

K∑
k=1

(
∂yH

k

∂x∗
l

· ∂ek
∂y∗

k

· ∂J
∂ek

+
∂yT

k

∂x∗
l

· ∂ek
∂yk

· ∂J
∂ek

)

=

K∑
k=1

HH
k,lwk(ŝk − sk)

∂J

∂ek
.

(20)

By the formula vec(CXB) = (BT ⊗C) vec(X), we have

∂J

∂p̃∗
l

= vec

(
AT ∂J

∂x∗
l

sHl

)
= (s∗l ⊗AT )

∂J

∂x∗
l

. (21)

The result for case ek = E[|ŝk − sk|2] ≃ 1
τ

∑τ
i=1 |ŝk(i) −

sk(i)|2 can be easily extended by applying the above results
into every |ŝk(i)− sk(i)|, (i = 1, · · · , τ). That is

∂ek
∂y∗

k(i)
=

1

τ
wk(ŝk(i)− sk(i)) (i = 1, · · · , τ). (22)

Note that the partial derivative ∂J
∂ek

varies for different cost
functions. For the MWSR criterion (8),

∂J

∂ek
=

ωk

ek
. (23)

For the MPF criterion (10),

∂J

∂ek
= − 1

ek log (ek)
. (24)

Proposition 1 provides insights on designing a distributed
algorithm to obtain the Euclidean gradients of precoder p̃l for
a given criterion J with a τ -length training pilot sequence
sk ∈ Cτ×1, (k = 1, · · · ,K):
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1) Each UE adopts the MMSE combiner according to (6),
which is implemented locally with the training pilot sequence.

2) Each UE transmits the beamformed gradient to the APs:

xul
k (i) =

1

τ
wk(ŝk(i)− sk(i))

∂J

∂ek
(i = 1, · · · , τ). (25)

And AP l receives

yul
l (i) =

1

τ

K∑
k=1

HH
k,lwk(ŝk(i)− sk(i))

∂J

∂ek
+ nul

l (i), (26)

where nul
l (i) ∼ CN (0, σ2

l I) is the AWGN at the receiver of
AP l. Since the first term in (26) after averaging over the τ -
length pilot sequence is exactly the gradient ∂J

∂x∗
l

as given in
(17). AP l can obtain the gradient ∂J

∂x∗
l

from yul
l , where the

channel noise can also be largely mitigated when averaging
over a τ -length pilot sequence to have

∇J(p̃l) =
1

τ

τ∑
i=1

∂J(i)

∂p̃∗
l (i)
≈ 1

τ

τ∑
i=1

(sl(i)
∗ ⊗AT )yul

l (i)

(27)
Because sl(i), (i = 1, · · · , τ) is locally available, each AP can
obtain the gradient ∂J

∂p̃∗
l

by (16), without knowing the CSI.
After obtaining the Euclidean gradient (27), AP l calculates

the Riemannian gradient grad J(p̃l) by projecting it onto the
tangent space Tp̃l

Ml. For the functions that can be extended
to the ambient Euclidean space, the relation between the
Riemannian gradient and the Euclidean gradient is [26]

grad J(p̃l) = ProjTp̃l
Ml

(∇J(p̃l)). (28)

Here, ProjTp̃l
Ml

(·) denotes the orthogonal projection onto
Tp̃l
Ml, and is given by [27]

ProjTp̃l
Ml

(ψ) = ψ −ℜ
{
p̃H
l ψ
}
p̃l. (29)

Therefore, the Riemannian gradient of objective J on manifold
Ml at p̃l is

grad J(p̃l) = ∇J(p̃l)−ℜ
{
p̃H
l ∇J(p̃l)

}
p̃l. (30)

Subsequently, grad J(P̃l) and ∇J(P̃l) are obtained from
reshaping grad J(p̃l) and ∇J(p̃l), respectively.

Now AP l can update its precoder with the first-order
Riemannian gradient descent as:

P̃l(t) = Retr
[
P̃l(t− 1)− α grad J(P̃l(t))

]
, (31)

with Retr[·] denoting the retraction operation

Retr[P̃l] =
P̃l

∥P̃l∥F
. (32)

While the UEs can calculate their MMSE receivers accord-
ing to (6) based on the pilot transmission in the downlink,
the above discussions indicate that the APs can optimize their
precoders based on the gradient transmission in the uplink, as
shown in Fig. 3.

The overall procedure is summarized in Algorithm 1, which
consists of T rounds of DL-UL ping-pong iterations conducted
over-the-air. The DQNPM algorithm is highly similar to the
routine of ANN training using the forward transmission of
training data and the back-propagation of derivatives. This
explains why we refer to the proposed method as a quasi-NN
approach.
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Fig. 3: Illustration of the Distributed Quasi-neural Network
Precoding on Manifold Iteration

Algorithm 1 DQNPM Algorithm

Input: Pilot sequences s1, · · · , sK associated with K users
Output: Precoders Pl, (l = 1, · · · , L)
Initialize: Randomly initilize Pl to a feasible one (l =
1, · · · , L), t = 0;

For t < T do:
1. t← t+ 1.
2. DL: Each AP transmits beamformed signal xl by (13).
3. Each UE recovers ŝk by applying the MMSE combiner

wk as (6).
4. UL: Each UE transmits the uplink signal xul

k as (25).
5. Each AP computes gradient ∂J

∂p̃∗
l

by (27)
6. Each AP calculates the Riemannian gradient by (30) and

reshapes to obtain grad J(P̃l).
7. Each AP updates P̃l by (31).

End For

C. Computational Complexity, Overhead, and Scalability

As a distributed algorithm, the computational burden is ap-
portioned among the nodes. On the UE side, the computational
complexity is O(M3

r ) to compute the MMSE receiver wk in
(6) and O(Mr) to compute the beamformed gradient xul

k in
(25) for uplink transmission. Hence the overall complexity
in each iteration is O(M3

r ) for each UE. Since the gradients
is transmitted over-the-air, the summations and matrix-vector
multiplications in (26) are achieved automatically. On the
AP side, the optimization on manifold Ml only performs
matrix-vector multiplications and requires the complexity of
O(MtNl). On the other hand, its counterpart, the Distributed-
OTA algorithm [8], requires matrix inverse both at the UEs
and APs and has the computational complexity of O(M3

r )
and O(M3

t ) respectively.
For the OTA training overhead, each iteration of the

DQNPM algorithm consists of one downlink transmission and
one uplink transmission. While the Distributed-OTA method
[8] requires one downlink transmission and two uplink trans-
missions. For the fronthaul overhead, both the DQNPM algo-
rithm and the Distributed-OTA method [8] require no fronthaul
signaling for CSI and data sharing.

The scalability of the CF-mMIMO networks requires finite
computational complexity and resources in i). signal process-
ing for channel estimation; ii). signal processing for data
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reception and transmission; iii). fronthaul signaling for data
and CSI sharing; iv). power allocation optimization. Since the
DQNPM algorithm requires no explicit channel estimation nor
fronthaul signaling for data and CSI sharing, the complexity
and resource requirements for these purposes are negligible.
Under the user-centric clustering scenario, the number of
serving UE Nl is a finite number for each AP, and thus
the computational complexity only scales with the number
of transmitting/receiving antennas. Meanwhile, the DQNPM
algorithm automatically allocates the transmitting power while
optimizing the beamforming weights. Hence, the DQNPM
algorithm is salable in the user-centric CF-mMIMO network.

IV. EXTENSION STUDIES

In the previous section, the DQNPM algorithm is de-
rived for the case where each UE is allocated only one
stream. In this section, we first extend it to the multi-
stream case, and then delineate a category of cost func-
tions J (e1({Pl}l∈L), · · · , eK({Pl}l∈L)) that allow for fully-
distributed optimization. Finally, we explain that the DQNPM
can be incorporated into a 5G-New Radio (NR) TDD system
by piggybacking its frame structure.

A. Extension to Multi-stream per UE Case

Denote dk ∈ CMs×1 as the data streams for UE k with
Ms ≤Mr. By a predefined allocation strategy, AP l processes
signal sl ∈ CNlMs×1 from D = {d1, · · · ,dK} with precoding
matrix Pl ∈ CMt×NlMs . The combined signal at UE k is

d̂k = WH
k yk = WH

k

(
L∑

l=1

Hk,lPlsl + nk

)
∈ CMs×1.

(33)
Here, the MMSE receiver is [cf. (6)]

Wk =
(
YkY

H
k

)−1
YkD

H
k , (34)

where Dk ∈ CMs×τ is the downlink τ -length pilot and Yk ∈
CMr×τ is the received signal by UE k.

Let Ψk(i) ≜ (d̂k(i)−dk(i))(d̂k(i)−dk(i))
H , i = 1, · · · , τ

and the MSE matrix Ek = 1
τ

∑τ
i=1 Ψk(i). The precoding

problem in the multi-stream per UE case is [cf. (15)]

min
{p̃l}l∈L

J(E1({p̃l}l∈L), · · · ,EK({p̃l}l∈L))

s.t. p̃l ∈Ml, (l = 1, · · · , L).
(35)

According to the chain rule, the gradient with respect to the
transmitting signal xl is [cf. (17)]

∂J

∂x∗
l (i)

=
1

τ

K∑
k=1

HH
k,lWk

∂J

∂Ek
(d̂k(i)− dk(i)). (36)

For the MWSR criterion, the cost function is defined as
[cf. (8)]:

J ≜
K∑

k=1

ωk log det (Ek) . (37)

And the gradient with respect to Ek is [cf. (23)]

∂J

∂Ek
= ωkE

−1
k . (38)

For the MPF criterion, the cost function is defined as [cf.
(10)]:

J ≜ −
K∑

k=1

log (− log det (Ek)) . (39)

And the derivative is [cf. (24)]

∂J

∂Ek
= − 1

log det(Ek)
E−1

k . (40)

The DQNPM algorithm in the multi-stream scenario is
executed similarly as that in the single stream per UE case and
operates with T iterations, each with a τ -length pilot sequence.
AP l transmits the beamformed signal AP̃lsl as (13); UE k
applies the combiner Wk as (34) to recovers d̂k as (33). In
the uplink transmission, each UE transmits the beamformed
gradient 1

τWk
∂J
∂Ek

(dk(i)− d̂k(i)). Each AP executes exactly
the same procedures as in the single-stream case and updates
its local beamforming weight distributively.

B. Cost Functions that Allow for Distributed Optimization

Besides the MWSR and the MPF criteria, the following
proposition delineates a large category of cost functions
J(e1({Pl}l∈L), · · · , eK({Pl}l∈L)) that can be accommo-
dated by the DQNPM (and the DQNP algorithm alike) for
distributed optimization of the CF-mMIMO network.

Proposition 2. The cost function

J(e1({Pl}l∈L), · · · , eK({Pl}l∈L))

can be distributively minimized, if
i) it can be factored into

u (g1(e1), . . . , gK(eK)) , (41)

where gk(·) : R 7→ R is a differentiable function that only
needs to be known locally to UE k, and

ii) u(·) : RK 7→ R is differentiable with its partial
differentials satisfying

∂u(g1, . . . gK)

∂gk
=

∂u(g1, . . . gK)

∂gk′
= d({ek}k∈K) > 0 (42)

for any k′ ̸= k, where d({ek}k∈K) is a positive constant.

Proof. Similar to the proof of Proposition 1, we consider the
case ek = |ŝk − sk|2, and the case ek = E[|ŝk − sk|2] can be
similarly extended. Note that

∂J

∂P∗
l

=

K∑
k=1

∂J

∂ek
· ∂ek
∂P∗

l

=

K∑
k=1

∂J

∂u

∂u

∂gk

∂gk
∂ek
· ∂ek
∂P∗

l

= d({ek}k∈K)

K∑
k=1

HH
k,lwk

∂gk
∂ek

(ŝk − sk)s
H
l

(43)

where the last equality follows from (42) and (1)–(3).
Since gk(ek) is locally known to the UE k, so is

∂gk(ek)
∂ek

. Therefore, if every of the UE sends uplink signaling
wk

∂gk
∂ek

(ŝk − sk) simultaneously, then the AP l receives

K∑
k=1

HH
k,lwk

∂gk
∂ek

(ŝk − sk). (44)
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After multiplying the local source stream sHl to the right,
it is proportional to ∂J

∂P∗
l

. Therefore, the APs can update
their precoding matrices using a gradient descent method in a
distributed manner.

About the MWSR criterion (8), letting ek = E[|ŝk − sk|2].
The cost function J =

∑K
k=1 ωk log (ek) can be factorized

into u (g1(e1), . . . , gK(eK)) =
∑K

k=1 gk(ek) with gk(ek) =

ωk log (ek). It is obvious that ∂u(g1,...gK)
∂gk

= 1 for any k.
Hence, both conditions of Proposition 2 are satisfied.

About the MPF criterion (10), letting ek = E[|ŝk−sk|2], the
cost function J = −

∑K
k=1 log(− log(ek)) can be factorized

into u(g1(e1), . . . , gK(eK)) =
∑K

k=1 gk(ek) with gk(ek) =

− log(− log(ek)). It is obvious that ∂u(g1,...gK)
∂gk

= 1 for any
k. Hence, the conditions of Proposition 2 are satisfied.

Proposition 2 delineates a broad category of cost functions.
Besids the MWSR and the MPF criterion, we can easily show
that the following examples.

1) MMSE problem: The MMSE problem is an obvious
example. Specifically, choose ek = |ŝk − sk|2 and let
u (g1(e1), . . . , gK(eK)) =

∑K
k=1 gk(ek), gk(ek) = ωkek, the

MMSE problem is given as

min J =

K∑
k=1

ωkek. (45)

2) Maximum harmonic rate: The maximum harmonic rate
(MHR) problem is given as maxK(

∑K
k=1 SE

−1
k )−1. Choose

ek = E[|ŝk − sk|2] and let u (g1(e1), . . . , gK(eK)) =
− K∑K

k=1 gk(ek)
with gk(ek) = − 1

log(ek)
, the MHR problem can

be reformulated as

min J = K

(
K∑

k=1

1

log(ek)

)−1

. (46)

C. Practical Implementation with Frame Structure

As the DQNPM algorithm exploits the channel reciprocity
of a TDD system, we can implement it in a practical 5G-NR
TDD system by designing the frame structure as illustrated
in Fig. 4, which is similar to [8, Sec. 5] and [21, Sec. 3]. As
shown in Fig. 4b, a 5G-NR frame is made up of 10 subframes,
each consisting of 8 time slots, where the first is for the
pilot and the subsequent seven are for the data transmission.
Furthermore, a slot spans 14 orthogonal frequency division
multiplexing (OFDM) symbols, and every minislot, which
consists of two OFDM symbols, can be used for either an
uplink training or a downlink training. To be more specific, a
downlink minislot is used to transmit the beamformed signal,
and an uplink minislot is used to transmit the beamformed
gradients – cf. Line 2 and Line 4 in Algorithm 1, respectively.
Therefore, one subframe can support up to 7/2 ∗ 8 = 28
rounds of iterations. In practice the switching time between
the downlink and the uplink signaling will consume some
time resource; thus, the number of iterations in each subframe
will be a smaller number. Due to the time-varying property of
wireless channels, the system needs to be retrained periodically
to maintain a high performance. But the subsequent training

typically requires fewer training iterations than the initial one
since the previous optimized weights can be considered as a
“warm start”.

D U D DU U...

... ... ...

D

U

Pilot transmission

Payload transmission

Downline training pilot transmission

Uplink derivative transmission

(a) General Frame Structure for DQNPM Algorithm

0 1 2 3 4 5 6 7 8 9

0 1 2 3 4 5 6 7

D D U U

Frame

Subframe

Minislot Minislot

...

(b) 5G NR Frame Structure for DQNPM Algorithm

Fig. 4: Frame Structure Design for DQNPM Algorithm

V. SIMULATION RESULTS

This section verifies the performance of our proposed algo-
rithm by numerical simulations.

Let Lk denote the set of APs serving UE k. The rate of UE
k can be given by [28]

Rk = log2

∣∣∣I+WkC
−1
k WH

k Ĥk,kP̂kP̂
H
k ĤH

k,k

∣∣∣ , (47)

where the covariance matrix of interference-plus-noise

Ck =
∑
k̄ ̸=k

WH
k Ĥk,k̄P̂k̄P̂

H
k̄ ĤH

k,k̄Wk + σ2
kW

H
k Wk. (48)

Here, Ĥk,k̄ = [Hk,l]l∈Lk̄
∈ CMr×|Lk̄|Mt is the aggregated

channel matrix of the UE k̄. P̂k̄ =
[
PH

k̄,l

]H
l∈Lk̄

∈ C|Lk̄|Mt×Ms

is the aggregated precoding matrix for UE k̄. Hence, the
weighted sum-rate is

R =
∑
k∈K

ωkRk. (49)

The simulated CF-mMIMO network consists of L = 100
APs each equipped with Mt = 4 (unless otherwise specified)
antennas located in a square grid with inter-site distance
100 m. The APs serve K = 50 UEs randomly located
in the area. The UEs are equipped with Mr = 2 (unless
otherwise specified) antennas. The heights of each AP and
UE are 10 m and 1 m, respectively. We consider the Rayleigh
fading channel model with carrier frequency 3.6 GHz that
vec(Hk,l) ∼ CN (0, δk,lIMrMt), where δk,l[dB] = −30.5 −
36.7 log10(rk,l) and rk,l is the distance between UE k and AP
l. Each AP uses downlink transmit power 30 dBm, each UE
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Fig. 5: Convergence of average sum-rate for DQNPM and
DQNP algorithm
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Fig. 6: CDF of per-UE rate for DQNPM and DQNP algorithm
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(a) Performance with correlated Rayleigh fading channel
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(b) Performance with mmWave multipath channel

Fig. 7: DQNPM algorithm’s performance with other channel models

uses uplink transmit power 20 dBm, and the noise power is
set as σ2

l = σ2
k = −95 dBm.

We use 100 Monte Carlo simulations with different channel
realizations and UE drops to evaluate the system performance.
For each AP, the closest 20 UEs are chosen to be served (unless
otherwise stated), and the length of pilots τ = 128 (unless
otherwise stated).

In the first simulation, we evaluate the performance of the
DQNPM algorithm with the MWSR criterion in (8) and the
MPF criterion in (10). As shown in Fig. 5, the DQNPM
algorithm with the MWSR criterion outperforms that with
the MMSE criterion. It’s also interesting to observe that the
DQNPM algorithm outperforms the DQNP algorithm. The
DQNPM algorithm significantly outperforms the state-of-the-
art approaches, i.e., the Distributed-OTA algorithm [8] and
the LMMSE algorithm [7], by 50.2% and 124.1% after con-
vergence, and by 19.2% and 77.8% after 20 iterations. It can
be seen that the DQNPM requires more iterations to achieve

better performance at the initial stage. Meanwhile, it achieves
a high performance close to the centralized minimum mean-
square error (CMMSE) method since no inter-AP cooperation
information is ignored. Fig. 6 shows the cumulative distribu-
tion function (CDF) of the rates of the UEs as given in (47).
For a fair comparison with the Distributed-OTA algorithm [8],
which is designed based on the MMSE criterion, the DQNPM
algorithm with the MMSE criterion shows uniformly superior
performance, with a 31.5% increase of the last 5% UE rate.
It is interesting to observe that the DQNPM (and the DQNP
algorithm as well) left out a small portion of the UEs (as
their left tails reach close to zero) for sum-rate maximization.
This problem can be avoided by choosing the MPF objective
function (10), which achieves the highest last 5% UE rate
among the simulated algorithms, which is 48.6% higher than
that achieved by the Distributed-OTA algorithm [8].

To further verify the performance of the DQNPM algo-
rithm in different communication environments, we simulated
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Fig. 8: DQNPM algorithm’s performance with time-varying channel
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Fig. 9: Average sum-rate versus training pilot length τ

the DQNPM algorithm with the correlated Rayleigh fading
channel vec(Hk,l) ∼ CN (0,Rk,l), where Rk,l describes
channel spatial correlation. Specifically, we used the local
scattering model [28] for the spatial correlation matrix with the
different angular standard deviation (ASD). Fig. 7(a) shows
that the DQNPM algorithm applies to both the correlated
and uncorrelated channel models. However, due to the effect
of spatial-correlated channels, a lower average sum-rate is
achieved. In addition, we simulated the DQNPM algorithm
with millimeter wave (mmWave) channels [29] with carrier
frequency 30 GHz as shown in Fig. 7(b). These results verify
the wide range of applicability of the DQNPM algorithm.

Furthermore, the proposed algorithm is evaluated in a more
practical scenario, the time-varying channel. Let the carrier
frequency fc = 3.6 GHz and fc = 30 GHz. Let the
signal bandwidth B = 100 MHz with the Nyquist sampling
duration Ts = 1

B = 0.01 µs. To evaluate the performance of
time-varying channels with different carrier frequencies, we
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Fig. 10: Average sum-rate versus number of UE streams Ms

consider Clarke’s model [30] for the time-varying Rayleigh
fading channel with the 3.6 GHz band; and the time-varying
mmWave channel [31] for the 30 GHz band. To realize a
similar time-varying effect, we set the channel mobility speed
v = 10 m/s for carrier frequency 30 GHz and v = 90 m/s
for carrier 3.6 GHz. In both cases, the corresponding Doppler
frequency spread fd = v

c fc ≈ 1 kHz, where c is the speed of
the magnetic wave. We use 20 sets of pilots with length τ = 64
for the initial training, which lasts 20×64×2×0.01 = 25.6 µs.
After that, 20 sets of data are transmitted, which lasts for
20 × 64 × 0.01 = 12.8 µs. As shown in Fig. 8, due to
the time-varying channel, the performance of the downlink
transmission is slowly degrading with less than 5% until the
subsequent training. Based on the precoding weights obtained
by the initial training, the “warm-start” training only takes two
iterations to achieve the initial performance and is followed
by another 20 sets of downlink data. This simulation shows
that the proposed DQNPM algorithm only requires a moderate
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amount of resources to adjust to the time-varying channel
in the CF-mMIMO network. Meanwhile, serving a proper
number of UEs facilitates the initial training process. Hence,
the case that each UE is served with the 20 closest APs
outperforms that with the 50 closest APs.

We then consider the scenario with pilot contamination
by implementing non-orthogonal random pilots. We consider
both non-orthogonal random pilots and orthogonal pilots with
varying length τ as shown in Fig. 9. We also consider two
serving scenarios, i.e. each UE served by the closest 20 APs
(solid curves) and each UE served by all 100 APs (dashed
curves). First, we consider the impact of different pilot length.
For τ = 32, using orthogonal pilots will suffer from extensive
pilot contamination because the same orthogonal pilots must
be reused, which explains the reason for the severe decrease
for both the DQNPM and the distributed-OTA [8] algorithm
as τ reduce from 64 to 32. Meanwhile, compared with the
scenario of each UE served by the closest 20 APs, the scenario
of each UE served by all APs has higher density and introduces
more pilot contamination. For τ ≥ 64, the performance gap
between using random pilots and using orthogonal pilots of
the DQNPM algorithm is closer than that of the distributed-
OTA algorithm [8]. This indicates that the DQNPM algorithm
is more robust to the pilot contamination caused by the non-
orthogonal pilots. This simulation also shows that choosing
a proper AP-UE pairing is essential to balance between the
impact of unnecessary connections and the gain of coordinated
communication, especially when the number of orthogonal
pilots is less than that of the active UEs.

We finally evaluate the performance of the DQNPM algo-
rithm when each UE is allocated with multiple data streams.
Here the network consists of L = 25 APs equipped with
Mt transmitting antennas (Mt = 4, 8, 16) and K = 20 UEs
equipped with Mr = 4 receiving antennas. Ms independent
streams (Ms = 1, 2, 3, 4) are transmitted to each UE, and each
UE is served by 25 APs. Fig. 10 shows the average sum rate of
the CF-mMIMO network by the DQNPM algorithm with the
MWSR criterion after convergence. As Mt increases, the CF-
mMIMO network can support more data streams and achieve
a higher average sum rate.

VI. CONCLUSION AND DISCUSSION

This paper investigates the distributed precoding problem in
a downlink CF-mMIMO network and proposes a distributed
Quasi-NN precoding algorithm, which borrows the idea of
the BP algorithm. Using OTA training pilots transmission to
optimize the precoding weights, it requires no explicit channel
estimation nor data sharing via fronthaul links. The proposed
algorithm can be applied based on the 5G NR frame structure
and accommodates a large variety of objective functions.
Numerical simulations show the effectiveness of the proposed
schemes and their superiority over state-of-art methods.

The proposed algorithm relates a CF-mMIMO network to
an ANN; thus, we refer to it as a Quasi-NN approach. But
it is a model-based approach and is fully-interpretable. The
key of this approach is to model a signal processing problem
or a system optimization problem by a layered structure like

an ANN, which indeed indicates a new road to solve other
challenging signal processing problems, such as spectral esti-
mation [22] and optimal design of a highly-nonlinear receiver
[32].

APPENDIX A. ABOUT COMPLEX MATRIX GRADIENT

For complex matrix gradient, it has the following definition
and lemma [33]:

Definition 1 (Gradient of complex variables [33]). Given z =
a+ jb, where a, b ∈ R, the gradients with respect to z and z∗

of f(z0) at z0 ∈ C are defined as

∂f(z0)

∂z
=

1

2

(
∂f(z0)

∂a
− j

∂f(z0)

∂b

)
, (50)

and
∂f(z0)

∂z∗
=

1

2

(
∂f(z0)

∂a
+ j

∂f(z0)

∂b

)
. (51)

Here, the variables z and z∗ are considered independent.

Lemma 1 ([33], Theorem 3.3). For f : CN×Q × CN×Q →
R, we have

∂f

∂Z∗ =

(
∂f

∂Z

)∗

. (52)

APPENDIX B. THE DQNP ALGORITHM

In this appendix, we introduce the DQNP algorithm. Since
the precoder Pl consists of both the amplitude and the
direction precoding, it can be further decomposed into two
parts as

Pl = e−|ηl| Vl

∥Vl∥F
. (53)

Here, Vl is intended to control the direction of the transmitted
signal and ηl is a power control factor for AP l with e−|ηl| ∈
[0, 1], which follows the power constraint.

Hence, the constrained optimization problem (11) can be
reformulated into an unconstrained one

min
{Vl,ηl}l∈L,{wk}k∈K

f(Vl, ηl,wk). (54)

Although the precoding design problem can be modeled as
an unconstrained problem with three optimization parameters,
a distributed solution for problem (11) is still challenging
due to the limited CSI at each AP. Similar to the DQNPM
algorithm, we can propose the distributed pilot-aided algorithm
for optimizing the CF-mMIMO network under the Quasi-NN
and have the following gradient results.

Proposition 3. The gradient with respect to the combiner wk

of UE k is:
∂J

∂w∗
k

= yk

(
∂J

∂ŝ∗k

)∗

. (55)

The gradient with respect to the direction precoder Vl of
AP l is given for each row that

∂J

∂vH
ln

=
∂J

∂x∗
ln

∂x∗
ln

∂vH
ln

+
∂J

∂xln

∂xln

∂vH
ln

. (56)
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Here, vln is the n-th column of VH
l with Vl =

[vH
l1 ; · · · ;vH

lMt
]H and xln is the n-th element of transmitted

signal xl. Meanwhile, ∂J
∂x∗

l
is given by eq. (17). And

∂xln

∂vH
ln

= e−|ηl|−v
T
lnsl tr

(
VlV

H
l

)− 1
2 vT

ln

2∥Vl∥2F
, (57)

∂x∗
ln

∂vH
ln

= e−|ηl| 2s
H
l ∥Vl∥F − vH

lns
∗
l tr
(
VlV

H
l

)− 1
2 vT

ln

2∥Vl∥2F
. (58)

The gradient with respect to the power factor ηl of AP l is

∂J

∂ηl
= −2ℜ

{
sign(ηl)e

−|ηl|
(

∂J

∂x∗
l

)H
Vl

∥Vl∥F
sl

}
, (59)

with sign(·) denoting the sign function that outputs −1 if the
input is negetive, and outputs 1 if the input is positive.

Proof. From (3) and Definition 1 in Appendix A, we have

∂ŝk
∂w∗

k

= yk,
∂ŝ∗k
∂w∗

k

= 0. (60)

By the chain rule, we obtain (55) immediately.
Based on Proposition 1, since xln = e−|ηl|vT

lnsl, n =
1, · · · ,Mt and ∥Vl∥2F = tr

(
VlV

H
l

)
, we can prove gradients

(57) and (58) by the quotient rule.
Now we prove the gradient with respect to the power factor

ηl. By (1) and (53), we have gradient

∂xl

∂ηl
= − sign(ηl)e

−|ηl| Vl

∥Vl∥F
sl. (61)

By chain rule and the conjugate property ∂J
∂xT

l

· ∂xl

∂ηl
=(

∂J
∂xT

l

· ∂xl

∂ηl

)∗
, we can prove (59).

Similar to the DQNPM algorithm, the DQNP algorithm
is executed by over-the-air signal. Each training iteration
requires a downlink signaling resource to propagate the pilots
forward, and an uplink signaling resource to transmit gradients
backward. By the end of each downlink-uplink propagation,
each AP updates precoding weights Vl and ηl, and each
UE updates combining weights wk using the momentum
gradient descent method [34] without estimation of the CSI.
Meanwhile, the DQNP algorithm can be similarly embedded
into the 5G-NR frame structure as illustrated in Sec. IV-C.
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