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Abstract—The estimation of velocity, angle-of-arrival
(AOA), and range of a target has been researched for decades,
as it finds wide applications in radar and wireless commu-
nications. In recent years, this classic problem has gained
renewed interest with the advent of 5G internet of things (IoT)
technologies, owing to the numerous emerging localization-
related applications. This paper studies the joint estimation of
velocity, AOA, and range (JEVAR) of a target in a multipath
environment. To solve the JEVAR problem, we propose a novel
scheme, which has the target transmit a pair of conjugate
Zadoff-Chu (ZC) sequences and has the multi-antenna receiver
conduct maximum likelihood (ML) estimation. The simulations
verify the effectiveness of the proposed scheme by showing that
its performance can approach the Cramer-Rao bound (CRB).

Index Terms—angle-of-arrival, velocity, range, Zadoff-
Chu sequences, maximum likelihood estimation, Cramer-Rao
bound

I. INTRODUCTION

The estimation of velocity (via estimating Doppler fre-
quency offset), angle-of-arrival (AOA), and range (via es-
timating time delay) of a target, is a classic radar signal
processing problem. In recent years, this problem has gained
great interest outside of the radar community, owing to the
numerous localization-related applications emerging with
the advent of 5G internet of things (IoT) technologies,
including indoor localization [1] and autonomous driving
[2].

The joint estimation of velocity, AOA, and range, which
we term as the JEVAR problem, was originally proposed
for wireless channel estimation in [3] and was later studied
for the global navigation satellite systems (GNSS) in [4].
The JEVAR problem also arises from various IoT appli-
cations, such as autonomous driving and indoor localiza-
tion/navigation, as the estimates of the velocities, angles,
and ranges of a source in the multipath environment can be
combined for high-precision localization. In a dense urban
or indoor environment, however, the JEVAR problem is
challenging due to the multipath interferences.

In [3] [4], the space-alternating generalized expectation-
maximization (SAGE) method is utilized to transform the
high-dimensional parameter optimization problem to mul-
tiple lower-dimensional ones. But even for the single-path
line-of-sight (LOS) case, the JEVAR is a challenging three-
dimensional searching problem, especially when the uncer-
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tainty ranges of the time delay and frequency offset are
large.

In this paper, we consider the JEVAR problem in the
multipath environment. By borrowing the idea of using
conjugate Zadoff-Chu (ZC) sequences [5], we propose a
novel and more efficient solution, which has the target
transmit a pair of conjugate ZC sequences and has the
multi-antenna receiver conduct maximum likelihood (ML)
estimation. By exploiting the ZC sequences’ time delay-
frequency offset ambiguity, the estimate of time delay and
frequency offset can be obtained in a reduced dimension.
The numerical simulation shows that the root mean square
error (RMSE) performance of the proposed scheme can
approach the CRB. Moreover, the proposed scheme can
significantly outperform the state-of-the-art methods in dif-
ferentiating closely-spaced multipaths. Even with only 20
MHz bandwidth (it is WiFi’s bandwidth on the 2.4GHz
frequency band), the proposed scheme can achieve range
estimation precision of centimeter-level, AOA estimation
precision of 0.01◦, and velocity estimation precision of one
meter per second (m/s), which makes the proposed scheme
a promising technology for the localization and navigation
related IoT applications.

II. SIGNAL MODEL AND PROBLEM FORMULATION

A. Signal Model

Consider an M -element uniform linear array (ULA) at
the receiver. The steering vector a(θ) with respect to the
AOA θ can be written as

a(θ) = [1, e−j
2πd
λ sin θ, e−j

4πd
λ sin θ, · · · , e−j

2πd(M−1)
λ sin θ]T ,

(1)
where d is the inter-antenna spacing and λ is the carrier
wavelength.

In a multipath environment, the continuous time signal
received by the antenna array consists of a LOS path and
U−1 reflections of a known pilot signal x(t), superimposed
by the additive white Gaussian noise z(t), i.e.,

y(t) =
U∑
u=1

βua(θu)x(t− τu)ej2πξut + z(t), t ∈ R, (2)

where θu, τu, ξu, and βu denote the AOA, time delay,
Doppler frequency offset, and the complex channel gain of
the uth path, respectively.

The sampled signal y(nTs) after the receiver’s analog-
to-digital converters (ADC) consists of L snapshots with
n = 0, 1, · · · , L − 1, where Ts is the Nyquist sampling
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interval. For notational simplicity, we denote Ts = 1, and
thus obtain the discrete time signal

y(n) =
U∑
u=1

βua(θu)x(n− τu)ej2πξun + z(n), (3)

where τu ∈ R is not necessarily an integer.
We assume that L samples, with indices from −L/2 to

L/2− 1, are processed [if L is an odd number, the indices
are from −(L−1)/2 to (L−1)/2]. The index range differs
from the convention to cater to the proposed special design
of the pilot x(t), as we will see soon in Section III.

By formatting

τ = [τ1, τ2, · · · , τU ]
T ∈ RU ,

ξ = [ξ1, ξ2, · · · , ξU ]
T ∈ RU ,

θ = [θ1, θ2, · · · , θU ]
T ∈ RU ,

β = [β1, β2, · · · , βU ]
T ∈ CU ,

A(θ) = [a(θ1),a(θ2), · · · ,a(θU )] ∈ CM×U ,

Y = [y(−L
2

),y(−L
2

+ 1), . . . ,y(
L

2
− 1)] ∈ CM×L,

and

Z =

[
z(−L

2
), z(−L

2
+ 1), · · · , z(

L

2
− 1)

]
∈ CM×L,

(4)

we reformulate (3) as

Y = A(θ) diag(β)X(τ , ξ)T + Z, (5)

where

X(τ , ξ) =
[
x(τ1)� d(ξ1), . . . ,x(τU )� d(ξU )

]
∈ CL×U ,

(6)
with

x(τu) =


x(−L2 − τu)

x(−L2 + 1− τu)
· · ·

x(L2 − 1− τu)

 , d(ξu) =


ej2πξu(−

L
2 )

ej2πξu(−
L
2 +1)

...
ej2πξu(

L
2 −1)

 .
(7)

B. Problem Formulation

Because the elements of Z are of i.i.d. white Gaussian dis-
tribution, the ML estimation of the parameters {β, τ , ξ,θ}
can be readily derived into the least square form:

{β̂, τ̂ , ξ̂, θ̂} = arg min
β,τ ,ξ,θ

wwY −A(θ) diag(β)X(τ , ξ)T
ww2

F
.

(8)

Since vec(ABCT ) = (C⊗A)vec(B), we have

vec(A(θ) diag(β)X(τ , ξ)T ) = X̃β, (9)

where
X̃ = [x̃1, x̃2, · · · , x̃U ] ∈ CLM×U , (10)

x̃u = [x(τu)� d(ξu)]⊗ a(θu) ∈ CLM×1, u = 1, · · · , U.
(11)

Thus, (8) can be rewritten as

{β̂, τ̂ , ξ̂, θ̂} = arg min
β,τ ,ξ,θ

wwwvec(Y)− X̃β
www2

. (12)

Denote ỹ , vec(Y), the ML estimate of β is

β̂ = (X̃HX̃)−1X̃H ỹ. (13)

Inserting (13) into (12) yields

{τ̂ , ξ̂, θ̂} = arg max
τ ,ξ,θ

ỹHP(X̃)ỹ, (14)

where P(X̃) , X̃(X̃HX̃)−1X̃H is the projection matrix of
X̃.

The JEVAR problem (14) is the focus of this paper, which
appears difficult as it involves non-convex optimization in
a 3U -dimensional space. To obtain an efficient solution, we
i) use a conjugate pair of Zadoff-Chu sequences as the pilot
to decouple the estimation of the time delays and frequency
offsets, and ii) use an alternating projection (AP) method
[6] on the receiver side to obtain the optimum solution.

We first elaborate the design of the pilot and illustrate its
benefit in Section III.

III. THE PILOT DESIGN BASED ON CONJUGATE ZC
SEQUENCES

A. Properties of ZC Sequence

A length-L̃ ZC sequence is [7]

s(n) =

e
jπrn(n+1)

L̃ if L̃ is odd

e
jπrn2

L̃ if L̃ is even
, (15)

where the index r is a positive integer co-prime to L̃.
It is easy to verify that s(n) = s(n + L̃), i.e., the ZC is

periodic. Hence we can set the index range of the ZC to be
from −L̃/2 to L̃/2− 1 for an even L̃, or from −(L̃− 1)/2
to (L̃− 1)/2 for an odd L̃.

For an even L̃ and an integer delay τ , we have

s(n− τ) = e
jπr(n−τ)2

L̃ = e
jπrτ2

L̃ e
−j2πrτn

L̃ s(n). (16)

That is, an integer delay τ amounts to a frequency offset
−rτ/L; the same property also holds for an odd-length ZC.
This property indicates that the time delay and frequency
offset cannot be uniquely determined based on a single ZC
sequence. In paper [5], the authors propose to resolve this
ambiguity by using a pair of conjugate ZC sequences.

B. Pulse Shaping of Raised Cosine Filter

The time-frequency ambiguity revealed in (16) only ap-
plies to an integer τ . But to achieve super-resolution time
delay estimation, we need to take into account the pulse
shaping filters.

In the JEVAR scheme, we model the pulse shaper as the
raised cosine filter with impulse response

p(t) = sinc(t)
cos(παt)

1− (2αt)2
, (17)

where α is the roll-off factor. With this filtering, the ZC
sequence s(n) becomes a continuous time waveform

x(t) =
∑
n

s(n)p(t− n), t ∈ R. (18)

For a chirp signal {s(t) = ejπt
2/L̃,−L̃/2 ≤ t <

L̃/2}, the instantaneous frequency is t/L̃. We consider
the instantaneous frequency of s(t) within −(1 − α)/2 <
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t/L̃ < (1 − α)/2 as the low frequency part. Consider a
continuous time signal x(t) which is obtained according to
(18): the sequence s(n) has high frequency and thus will be
suppressed by the filter; the mid-part of the sequence has
low frequency and thus will be intact. Indeed, the mid-part
of the continuous time waveform x(t) can be approximated
as a chirp signal, i.e.,

x(t) ≈ ejπt
2/L̃, −L

2
≤ t < L

2
, (19)

where L < L̃ and we only consider the ZCs with index
r = 1 throughout this paper. Fig.1 shows a zoomed-in view
of the difference |x(t)−ejπt2/L̃| with α = 0.3, L̃ = 400. In
this case, the approximation (19) is quite precise for L =
250.
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Fig. 1: The approximation (19) is good since |x(t)−s(t)| <
1.8× 10−3 for −125 ≤ t < 125.

Now we have established that the lower-frequency part of
the ZC sequence pulse shaped by a raised cosine filter can
be approximated as a chirp x(t) = ejπt

2/L̃, which also has
the ambiguity between time-delay and frequency-offset:

x(t− τ) = ej
πτ2

L̃ e−j
2πτt
L̃ x(t), (20)

where the delay τ can be a real-valued number rather than
an integer in (16).

Denoting

x(τ) ,


x(−L2 − τ)

x(−L2 + 1− τ)
...

x(L2 − 1− τ)

 , s ,


s(−L2 )
s(−L2 + 1)

...
s(L2 − 1)

 , (21)

and recognizing that x(0) = s, we can rewrite (20) in the
vector form as

x(τ) = ej
πτ2

L̃ s� d

(
− τ
L̃

)
. (22)

C. The Pilot Design

Inspired by [5], here we also adopt the conjugate pair
of ZC sequences as the pilot. But in this paper, we take
the pulse shaper filtering into account and recognize that
the mid-part of the continuous time waveform x(t) =∑
n s(n)p(t − n) can be approximated as a chirp signal.

This observation greatly simplifies the super-resolution es-
timation of the time delay.

The first half pilot is

s(n) = ejπn
2/L̃, n = −L

2
,−L

2
+ 1, · · · , L

2
− 1, (23)

and the second half is the conjugate of the first half pilot.
For the first half pilot, we propose to append a length-

Q
2 prefix and a length-Q2 suffix as the protection interval,
which can be expressed as

prefix = ejπn
2/L̃, n = −L+Q

2
, . . . ,−L

2
− 1, (24)

and

suffix = ejπn
2/L̃, n =

L

2
, · · · , L+Q

2
− 1. (25)

Similarly, the second half pilot has the conjugate prefix
and the conjugate suffix. Fig. 2 depicts the structure of the
conjugate ZC pilot.

𝑝𝑟𝑒𝑓𝑖𝑥  𝑠 𝑛 , 𝑛 = −
𝐿

2
, …  ,

𝐿

2
− 1  

𝑄

2
 

𝐿 

𝑠𝑢𝑓𝑓𝑖𝑥 𝑝𝑟𝑒𝑓𝑖𝑥∗  𝑠∗ 𝑛 , 𝑛 = −
𝐿

2
, …  ,

𝐿

2
− 1  

𝐿 

𝑠𝑢𝑓𝑓𝑖𝑥∗  

𝑄

2
 

𝑄

2
 

𝑄

2
 

Fig. 2: The pilot sequence structure based on conjugate ZC
sequences pair.

IV. THE JEVAR IN SINGLE-PATH CASE

Before dealing with the JEVAR problem in the multipath
scenario in Section V, this section considers the single-path
one. Although the pilot is of (2L + 2Q) samples, we only
truncate out 2L samples for estimation. Compared with (5),
the received samples in the single-path case are

Y = βa(θ)x(τ, ξ)T + Z ∈ CM×2L. (26)

Since the pilot consists of two halves, we split Y accord-

ingly into Y = [Y1

...Y2], split x(τ, ξ)T into x(τ, ξ)T =

[x1(τ, ξ)T
...x2(τ, ξ)T ], and vectorize (26) into ỹ1

· · ·
ỹ2

 = β

 x1(τ, ξ)
· · ·

x2(τ, ξ)

⊗ a(θ) + vec(Z), (27)

where ỹi , vec(Yi), i = 1, 2.
In the single-path case, the JEVAR problem (14) reduces

to a three-dimensional problem

{τ̂ , ξ̂, θ̂} = arg max
τ,ξ,θ

∣∣∣∣∣
[
ỹ1

ỹ2

]H {[
x1(τ, ξ)
x2(τ, ξ)

]
⊗ a(θ)

}∣∣∣∣∣
2

∥∥∥∥[ x1(τ, ξ)
x2(τ, ξ)

]
⊗ a(θ)

∥∥∥∥2
.

(28)

Since x1(τ, ξ), x2(τ, ξ), and a(θ) all have unit-modulus
elements, the denominator in (28) is a constant; thus, (28)
can be simplified as

{τ̂ , ξ̂, θ̂} = arg max
τ,ξ,θ

∣∣∣∣∣
[
ỹ1

ỹ2

]H {[
x1(τ, ξ)
x2(τ, ξ)

]
⊗ a(θ)

}∣∣∣∣∣
2

= arg max
τ,ξ,θ

∣∣a(θ)HY1x1(τ, ξ)∗ + a(θ)HY2x2(τ, ξ)∗
∣∣2 .
(29)
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Note that

x1(τ, ξ) = x(τ)� d(ξ)

= ej
πτ2

L̃ s� d

(
ξ − τ

L̃

)
. (30)

Similarly,

x2(τ, ξ) = e−j
πτ2

L̃ s∗ � d

(
ξ +

τ

L̃

)
ej2πξ(Q+L). (31)

where the term ej2πξ(Q+L) is the phase change over the
duration of the first ZC sequence plus the suffix, and the
prefix of the second ZC sequence due to the frequency
offset.

Inserting (30) and (31) into (29) yields

{τ̂ , ξ̂, θ̂} = arg max
τ,ξ,θ

∣∣∣∣a(θ)HY1e
−j πτ2

L̃ diag(s∗)d

(
−ξ +

τ

L̃

)
+ a(θ)HY2e

j πτ
2

L̃ diag(s)d

(
−ξ − τ

L̃

)
e−j2πξ(Q+L)

∣∣∣∣2 .
(32)

Denoting

Ỹ1 , Y1 diag(s∗), Ỹ2 , Y2 diag(s), (33)

we simplify (32) as

{τ̂ , ξ̂, θ̂} = arg max
τ,ξ,θ

∣∣∣∣e−j 2πτ2

L̃ a(θ)HỸ1d

(
−ξ +

τ

L̃

)
+ e−j2πξ(Q+L) a(θ)HỸ2d

(
−ξ − τ

L̃

)∣∣∣∣2 .
(34)

The three-dimension optimization problem (34) can be
solved using a standard Newton’s iterative method, given
a good initialization. In the next, we present an efficient
method for the initialization estimation.

A. The JEVAR Estimation

Denoting
ζ = ξ − τ

L̃
, η = ξ +

τ

L̃
, (35)

we transform (34) into

{ζ̂, η̂, θ̂} = arg max
ζ,η,θ

∣∣∣e−j π2 (η−ζ)2L̃a(θ)HỸ1d (−ζ)

+ e−jπ(η+ζ)(L+Q)a(θ)HỸ2d (−η)
∣∣∣2 , (36)

where the two terms correspond to the two halves of the
pilot.

If use only the first half pilot, we obtain a suboptimal
estimation of ζ and θ:

{ζ̂, θ̂} = arg max
ζ,θ

∣∣∣e−j π2 (η−ζ)2L̃a(θ)HỸ1d (−ζ)
∣∣∣2

= arg max
ζ,θ

∣∣∣a(θ)HỸ1d (−ζ)
∣∣∣2 ; (37)

similarly, if use only the second half pilot, we obtain a
suboptimal estimation of η and θ:

{η̂, θ̂} = arg max
η,θ

∣∣∣e−jπ(η+ζ)(L+Q)a(θ)HỸ2d (−η)
∣∣∣2

= arg max
η,θ

∣∣∣a(θ)HỸ2d (−η)
∣∣∣2 . (38)

We can estimate ζ and θ, denoted as θ̂1, by applying a
two-dimensional FFT (2D-FFT) to Ỹ1 and localizing the
largest entry; similarly, we can estimate η and θ, denoted as
θ̂2, by applying a 2D-FFT to Ỹ2. Thus, the initial estimates
are

τ̂ =
(η̂ − ζ̂)L̃

2
, ξ̂ =

η̂ + ζ̂

2
, θ̂ =

θ̂1 + θ̂2
2

. (39)

Given the initial estimation (39), we apply Newton’s
iterative method [8] to (34) for refined estimation of τ, ξ
and θ.

We denote ψ , [τ, ξ, θ]T and the objective function of
(34) is Λ. After calculating the Hessian matrix H ∈ R3×3

and the Jacobian vector g ∈ R3×1 of Λ(ψ), we can update
the estimation as

ψ(i+1) = ψ(i) − sH−1g, (40)

where s is the step size determined by the backtracking line
search method [8].

Now we see the great benefit of adopting the conjugate
ZC sequences: the original three-dimensional estimation
problem (34) is reduced to the two-dimensional problems
(37)(38), which can be solved by using two-dimensional
FFT twice, followed by the simple formula (39).

B. Computational Complexity

By using the conjugate ZC pair, the solution to the
original three-dimensional problem (34) can be initialized
via Nθ × Nf 2D-FFTs applied to solved (37) and (38)
followed by the simple algebra in (39), where Nθ is the
number of grids in the angle domain and Nf is that in the
frequency domain. Such FFTs incurs O(MNf log2(Nf ) +
NfNθ log2(Nθ)) flops.

In contrast, a state-of-the-art approach, e.g., the one in
[4] uses an initialization of the JEVAR estimate requir-
ing O(NτMNf log2Nf ) flops, where Nτ is the num-
ber of search grid points in time domain, which can be
large when the time delay range is large (e.g., Nτ =
200 for a delay range of 100Ts with time grid inter-
val 0.5Ts. Compared O(MNf log2(Nf )+NfNθ log2(Nθ))
with O(NτMNf log2Nf ), the proposed method can be at
least one order of magnitude faster thanks to adopting the
conjugate pair of ZCs as the pilot.

V. THE JEVAR IN MULTIPATH CASE

This section proceeds to study the multipath case. The
key idea is to use the AP method [6] to decompose the
multipaths into multiple single paths, to which the method
in the previous section can be applied multiple times.

Applying the same algebraic manipulation that leads from
(26) to (27), we can obtain from (5) that ỹ1

· · ·
ỹ2

 =
U∑
u=1

βu

 x1(τu, ξu)
· · ·

x2(τu, ξu)

⊗a(θu)+vec(Z). (41)

where x1 and x2 are as defined in (30) and (31).
Denote

ỹ =

 ỹ1

· · ·
ỹ2

 ∈ C2LM×1, (42)
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x̃u ,

 x1(τu, ξu)
· · ·

x2(τu, ξu)

⊗ a(θu) ∈ C2LM×1, (43)

X̃ = [x̃1, . . . , x̃u, . . . , x̃U ] ∈ C2LM×U , (44)

and X̃u ∈ C2LM×(U−1) is obtained by striking x̃u from X̃.
By utilizing the properties of projection matrix, we have

P(X̃) = P(X̃u) + P
{
P⊥(X̃u)x̃u

}
, (45)

where P⊥(X̃u) = I − P(X̃u). Inserting (45) into the
objective function of (14), we obtain

{τ̂ , ξ̂, θ̂} = arg max
τ ,ξ,θ

ỹH
[
P(X̃u) + P{P⊥(X̃u)x̃u}

]
ỹ.

(46)
Given that X̃u is known and fixed (i.e., {τk, ξk, θk}Uk=1,k 6=u
are known), (46) can be simplified as

{τ̂u, ξ̂u, θ̂u} = arg max
τu,ξu,θu

ỹHP
{
P⊥(X̃u)x̃u

}
ỹ

= arg max
τu,ξu,θu

ỹHP⊥(X̃u)x̃u

2

x̃Hu P⊥(X̃u)x̃u
; (47)

thus, the AP decomposes the multipath problem into multi-
ple single paths.

We approximate the initial estimate of the uth path as

{τ̂u, ξ̂u, θ̂u} ≈ arg max
τu,ξu,θu

ỹHP⊥(X̃u)x̃u

2

x̃Hu x̃u

= arg max
τu,ξu,θu

ỹHP⊥(X̃u)x̃u

2

, (48)

which can be solved the same way as presented in Section
IV, before applying Newton’s method to (47) for the refined
estimation.

In the scenario where two paths have similar gains, it is
likely that the parameters obtained from the two half pilots
[cf. (37) and (38)] correspond to different reflections. To
make sure the estimates from the two half ZCs are asso-
ciated with the same path, after solving (37) and obtaining
θ̂u, we estimate η as

η̂u = arg max
ηu

∣∣∣a(θ̂u)HỸ2d (−ηu)
∣∣∣2 , (49)

which is the same as (38) except for setting θ to be θ̂u.
To initialize the AP procedure, we assume the received

signal contains only one path and estimate {τ̂1, ξ̂1, θ̂1}(1)
via

{τ̂1, ξ̂1, θ̂1}(1) = arg max
τ1,ξ1,θ1

ỹH x̃1

2
, (50)

where the superscript denotes the iteration index; thus
x̃
(1)
1 = x(τ1, ξ1) ⊗ a(θ1) is obtained. Then we set

X̃2 = x̃
(1)
1 and estimate {τ̂2, ξ̂2, θ̂2}(1) from (48). Next

we set X̃3 = [x̃
(1)
1 , x̃

(1)
2 ] and estimate {τ̂3, ξ̂3, θ̂3}(1).

This procedure continues until {τ̂U , ξ̂U , θ̂U}(1) with X̃U =

[x̃
(1)
1 , x̃

(1)
2 , · · · , x̃(1)

U−1].
In the second round of iteration, first estimate

{τ̂1, ξ̂1, θ̂1}(2) according to (47) with X̃1 =

[x̃
(1)
2 , x̃

(1)
3 , · · · , x̃(1)

U ]. Then estimate {τ̂2, ξ̂2, θ̂2}(2)
according to (47) with X̃2 = [x̃

(2)
1 , x̃

(1)
3 , · · · , x̃(1)

U ],

and so on. Proceed the iterations to update the parameters
of each path until convergence. In the above derivations
we assume that the number of multipaths U is known.
In practice, it can be estimated using, e.g., the Akaike’s
information criterion [9].

VI. SIMULATION RESULTS

This section evaluates the performance of the pro-
posed scheme through numerical simulations. Consider a
6-antenna ULA with half wavelength inter-element spacing.
The transmitted pilot is the concatenation of a pair of
conjugate ZC sequences of length L = 250 and L̃ = 400,
each with a length-15 prefix and a length-15 suffix, i.e.,
Q = 30. The pulse shaper is a raised cosine filter with the
roll-off factor α = 0.3. The carrier frequency fc = 2.4GHz
and the bandwidth B = 20MHz, that is, the Nyquist
sampling interval is Ts = 50ns. Each simulation result is
based on 1000 Monte-Carlo trials.

The single-path LOS scenario settings are θ = 5◦, ξ = 3×
10−5/Ts (or 600Hz), τ = 1.2Ts, and β = ejφ with φ being
random. The propagation distance and velocity is ρ = 18m
and v = 75m/s. Fig. 3 shows the RMSE estimation of the
velocity, angle and range versus SNR. We can see that the
RMSE results of the proposed scheme almost overlap with
the CRBs (the derivations are given in the journal version
of this paper). At the SNR 20dB, the RMSE of the range
estimation is about 2cm, which is a striking result given only
20MHz bandwidth; the velocity estimation error is about
3m/s, and the angle estimation error is only 0.01◦. Here we
have used the range-delay translation ρ = τ × c, where c is
the light speed, and the velocity-Doppler frequency offset
translation v = cξ

fc
.

Then we consider a two-path case where ξ = [3 ×
10−5, 7 × 10−5]/Ts, θ = [5◦, 20◦], τ = [1.2, 1.3]Ts, and
β = [ejφ1 , 0.5ejφ2 ] with φ1 and φ2 being random. The
propagation distance and velocity of the two-path are ρ =
[18, 19.5]m and v = [75, 175]m/s, respectively. Fig. 4 shows
the RMSE estimation of the velocities, angles and ranges
of the two paths, compared with their respective CRBs.
The result verify the JEVAR’s super-resolution capability
to separate two closely spaced multipaths.

The third example simulates a harsh environment where
two equal-power paths have ξ = [10−5, 10−4]/Ts, θ =
[10◦, 15◦], and τ = [1.1, 1.1 + ∆τ ]Ts. The SNR is 20dB.
Fig. 5 compares the RMSE of the frequency offset, angle,
and time delay estimates of the first path with varying time
delay gap ∆τ between the paths. We simulate the SAGE
method with the maximum iterations κ = 50, 200 and
1000, while κ is 30 for the AP method. Fig. 5 indicates that
the AP can achieve the CRB and outperforms the SAGE
in this multipath environment, although the performance
of the SAGE can be improved by running (many) more
iterations. Take ∆τ = 0.25Ts for example, by using the
SAGE (κ = 200), the RMSEs of the frequency offset,
angle and time delay estimation are about 2 × 10−5/Ts
(corresponding to 50m/s velocity error), 1.1◦ and 0.06Ts
(corresponding to 90cm ranging error); in contrast, the AP
(κ = 30) yields the RMSEs of the frequency offset, angle
and time delay are about 2.8× 10−6/Ts (corresponding to
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Fig. 3: The RMSEs of the velocity, angle and range estimation in the single-path case compared with the CRBs.
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Fig. 4: The RMSEs of the velocity, angle and range estimation in the two-path case compared with the CRBs.
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Fig. 5: Performance comparison between the AP with the SAGE in RMSEs of the LOS signal of the frequency offset, angle
and time delay under different delay separation ∆τ ; κ is the maximum iterations constraint for the iterative algorithms.

7m/s velocity error), 0.08◦ and 4× 10−3Ts (corresponding
to 6cm ranging error).

VII. CONCLUSION

In this paper, we studied the joint estimation of the
velocity, angle and range (JEVAR) of a target in a multipath
environment, and introduced an efficient scheme – we have
the target transmit a pair of conjugate ZC sequences and
let the multi-antenna receiver conduct the maximum likeli-
hood (ML) estimation. Using a waveform of 20MHz band-
width, we can achieve the range estimation of centimeter-
level precision, the AOA estimation of 0.01◦ precision,
and the velocity estimation of one m/s precision, which
makes the proposed scheme a promising technology for the
localization and navigation related Internet of Things (IoT)
applications.
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